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Abstract

In this thesis, we describe two different approaches to improve the cryptanalysis
of symmetric primitives. In the first part we describe a new approach in crypt-
analysis: numerical cryptanalysis. In this approach the cryptographic algorithm
is represented as a system of equations over the reals and numerical methods
and techniques are applied in order to solve such a system. We give a detailed
analysis of each step of the approach and apply it to the stream cipher Trivium
and to its reduced variants Bivium A and Bivium B. Although, we are not able
to break Trivium or any of its variants, we show how techniques from numer-
ical analysis can be used in cryptanalysis and discuss various future research
directions.

In the second part of this thesis, we investigate two techniques based on
differential cryptanalysis which are used in the cryptanalysis of ARX based hash
functions. We improve and extend them leading to a new generation of tools
which are used in attacks on several hash functions including SHA-2, HAS-160
or SIMD.

An application to SIMD-512 results in a distinguisher for the compression
function. Due to this attack, the designers tweaked SIMD. However, we present
a distinguisher for the full permutation and extend the attack to the full com-
pression function of tweaked SIMD-512. An application to HAS-160, results in
a semi-free-start collision for 65 (out of 80) steps which is so far the best known
attack with practical complexity for HAS-160. The main idea of our attack
is to combine both techniques by constructing two short characteristics which
hold with high probability and connect them by a complex third characteris-
tic using the non-linearity of the state update function. Finally, we apply our
tools to SHA-256. We identify appearing problems and show how to overcome
them. Important for the successful application of our tools to SHA-2, is the
detection of contradictions for more conditions and the application of our ad-
vanced search strategy, which combines the search for differential characteristics
with the search for a conforming message pair. We present a collision for 27
and a semi-free-start collision for 32 steps of SHA-256 with practical complexity.
This significantly improves upon the best previously published (semi-free-start)
collision attacks on SHA-256 for up to 24 steps.
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Overview

Cryptanalysis is the study of methods to analyse cryptographic primitives at-
tempting to find weaknesses in these primitives. These weaknesses are then
used to break the cryptographic algorithm. Breaking means bypassing the al-
gorithm and breaking confidentiality, forging data or tampering an authentica-
tion process etc.. Cryptanalysis usually excludes methods that do not target
weaknesses in the cryptographic algorithm such as bribery, physical coercion,
burglary, keystroke logging, and social engineering, although these types of at-
tacks are important. The methods and techniques in cryptanalysis have changed
drastically through the history of cryptography, adapting to the increasing cryp-
tographic complexity and increasing computational power. In the early 1990’s
first Biham and Shamir [BS92], and later Matsui [MY92] published two general
techniques to cryptanalyse symmetric cryptographic algorithms: differential and
linear cryptanalysis. These techniques have been successfully used to break many
existing ciphers. Since the upcoming of these cryptanalytic methods, new design
strategies have been proposed to resist this kind of analysis. However, a new
type of attack could cause a complete breakdown of security.

The trend of developing cryptographic primitives seems to go to more com-
plex designs. Especially, for hash functions a significant increase in the de-
sign complexity can be observed, like the transition from SHA-1 to SHA-2 or
the design of several SHA-3 candidates. Due to this increased complexity, the
cryptanalysis of hash functions has become a more challenging task and the
development of new tools has become necessary.

In this thesis, we investigate two different approaches to improve the crypt-
analysis of symmetric primitives. Although, both topics are part of cryptanaly-
sis, the underlying techniques are quite different. Therefore, we split this thesis
into two parts.
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1.1 Numerical Methods in Cryptanalysis

Since the upcoming of linear and differential attacks, new design strategies have
been proposed to resist these attacks. In the first part of this thesis, we investi-
gate a new approach in cryptanalysis: numerical cryptanalysis.

Similar as in algebraic attacks, we represent the cryptographic algorithm as
a system of equations. The system of equations is constructed such that there
is a correspondence between its solutions and some secret information of the
cryptographic primitive (for instance, the secret key of a block cipher). In our
approach we apply methods and techniques from numerical analysis, which is
a large and well-studied field of research. Many efficient algorithms exist to
solve linear and non-linear systems of equations. We discuss how these methods
can be used in the cryptanalysis of symmetric primitives. We give a detailed
description of the technique and provide an analysis of each step of the approach.
Finally, we apply the technique to the stream cipher Trivium and to its reduced
variants Bivium A and Bivium B.

1.2 Tools in Differential Cryptanalysis

Differential cryptanalysis is one of the most important analysis techniques for
symmetric primitives. It turned out to be of particular interest in the cryptanal-
ysis of hash functions. Hash functions are an important cryptographic primitive
and are used for data integrity, message authentication, digital signatures, pass-
word protection, pseudo-random number generation, key derivation, malicious
code detection and in many other applications and cryptographic protocols.

While hash functions did not get a lot of attention by the cryptographic
community, this changed with the breakthrough results of Wang et al. in 2004.
Since then many attacks based on differential cryptanalysis have been presented
for several well-known algorithms such as SHA-0, SHA-1 or MD5. The transition
from SHA-1 to the SHA-2 family was proposed by the National Institute of
Standards and Technology (NIST) as a first solution. As another consequence
of these results NIST has initiated an open competition for a new hash function
standard, called SHA-3.

In many designs the complexity has increased compared to previous hash
functions. Larger states, more non-linear operations, more rounds and more
complicated state updates are the consequence. Due to this increased complex-
ity, the analysis of hash functions has become more difficult. Therefore, finding
differential characteristics and conforming input pairs has become a more chal-
lenging task and the development of new tools has become necessary.

In the second part of this thesis, we analyse the most successful collision
attacks on SHA-1. We describe two distinct techniques in detail. Furthermore,
we improve and extend them leading to a new generation of tools which are used
in attacks on several hash functions including SHA-2, HAS-160 or SIMD.
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1.3 Main Contributions

In this thesis, we describe parts of the work done by the author during his
PhD studies. The main contribution has been made in the development and
improvement of new and existing tools for the cryptanalysis of symmetric prim-
itives. Due to the increased design complexity of cryptographic primitives, the
necessity for new tools has become apparent in the cryptographic community.

First a new technique which connects the research of numerical methods
with the research of cryptanalysis has been investigated and new future research
directions have been opened [LNR09a).

Due to the increased design complexity of many ARX based hash functions,
automatic tools are needed in order to construct attacks. Therefore, the devel-
opment of complex automated tools has been focused. The work has been build
upon techniques in the cryptanalysis of SHA-1 and resulted in a new generation
of tools which implementation has been partially published under the GPL-3.0
license [Nad10]. The new set of tools has been applied to several hash functions.
The first application has resulted in the best attack with practical complexity on
the Korean hash function standard HAS-160 [MNS11a]. Due to the importance
of the hash function family SHA-2, the tools have been also applied to SHA-256
resulting in collision and semi-free-start collision attacks [MNS11b], which have
significantly improved upon the best previously published (semi-free-start) colli-
sion attacks on SHA-256. Furthermore, the tools have been successfully applied
to the ISO standards RIPEMD-128 and RIPEMD-160 [MNS12, MNSS12] and
the SHA-3 candidate SIMD [MN09, MN11].

Additionally, the author has published practical collisions for the hash func-
tion Boole [MNS09] and has contributed to the compact implementation of
lightweight block ciphers [EGGT12].
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Introduction

In the last years many researchers try to find new methods and techniques to
analyse different types of cryptographic algorithms. Recent attacks are repre-
senting the cryptographic algorithm as a system of equations. The system of
equations is constructed such that there is a correspondence between its solu-
tions and some secret information of the cryptographic primitive (for instance,
the secret key of a block cipher). As these systems are usually very sparse,
over-defined, and structured, it is conjectured that they may be solved much
faster than generic non-linear equation systems. One important feature is that
the attacker needs only a low amount of data to set up a system of equations
describing the cipher and determining the key (solutions). This makes such
attacks more threatening than differential or linear cryptanalysis which typi-
cally require a large amount of data (known/chosen plainttext, ciphertexts) . A
slightly different variant is to combine differential cryptanalysis with algebraic
analysis, by solving algebraic relations arising from differential characteristics
more efficiently.

These attacks mainly use algebraic methods (e.g. Grobner Bases as in [BPWO06])
or SAT solvers (cf. [EPVO08]). In this thesis we study a different approach. In
our approach we use techniques and methods from numerical analysis to solve
systems of equations originating from a cryptographic algorithm.

2.1 Algebraic Cryptanalysis
Algebraic cryptanalysis received much attention, especially after it was proposed

in [CP02] against the AES and Serpent block ciphers. In the recent years a lot of
work has been done in this field [CM03, CB07, A1b08, CNO08, AC09, ACD*10].
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Several algorithms have been proposed to solve system of equations in an al-
gebraic field, e.g. the Buchberger algorithm, XL and variants [CKPS00, CP02,
YCCO04], F, [Fau99] and F5 algorithm [Fau02]. Most of the attacks focus on the
efficient computation of a Groébner basis for the system considering structured
properties of the targeted cipher. Groébner bases are a proven tool for solving
polynomial systems. A Grobner basis for a system of polynomials is an equiv-
alence system that has several desirable geometric and algorithmic properties
that are not visible from the original system. This allows to efficiently compute
the roots of a Grobner basis and therefore the solutions of the original system of
equations. The computation of a Grébner basis can be easy for simple problems
but the computational complexity increases exponentially with the complexity
of the underlying problem. Hence, the worst case complexity of any algorithm
that computes Grobner bases in full generality must be high. The time and
memory required to calculate a Grobner basis depend very much on the struc-
ture of the original system of equations, like the variable ordering or monomial
ordering. Thus, examples in three or four variables with polynomials of degree
three or four may already fail to terminate in reasonable time or exceed available
memory even on very fast machines. Therefore, it is important to analyse struc-
tural properties of the system and exploit them to decrease the computational
complexity for specific problems as cryptographic algorithms.

2.2 Logical Cryptanalysis

Logical cryptanalysis has been introduced by Massacci and Marraro [MMO0O] as
a general framework for encoding properties of cryptographic algorithms into
SAT problems. The initial goal was to generate SAT benchmarks that are con-
trollable and that share the properties of real-world problems and randomly
generated problems. Since then several applications of SAT solvers in crypt-
analysis have been described in the literature [FMMO03, JJ05, MZ06]. Despite
the initial goal in the last years researchers used SAT solvers to break ciphers
or to improve existing cryptanalysis techniques by solving computationally ex-
pensive parts with SAT solvers [MZ06, BCJ07, MCP07, EPV08, SNC09]. The
general approach is to convert a system of equations describing a cryptographic
algorithm to Boolean expressions in Conjunctive Normal Form (CNF). After-
wards one uses off-the-shelf SAT-solvers to solve the SAT problem and therefore
the original system of equations. SAT solvers have made a lot of progress in
recent years, with both theoretical and practical improvements. SAT solvers are
carefully designed to run on a large range of problems with no tuning required
by users. Both in research and industry many problems are solved by mapping
them to CNF and solving them using highly tuned SAT solvers. Usually, the
mapping to CNF can lose much of the structure of the original problem. How-
ever, the performance of SAT solvers is often able to offset this loss of structural
information. The majority of the state-of-the-art SAT solvers are based on the
branch and backtracking algorithm called DLL algorithm [DLL62]. This algo-
rithm searches for a solution by recursively choosing a variable and assign it to



2.3. Numerical Cryptanalysis 9

one value and then to the other. At each stage of search a propagation step
is performed, which attempts to imply the assignments to as many unassigned
variables as possible based on the assignments made so far. In this stage also
clauses which cannot be satisfied any more are detected and a backtracking pro-
cess starts. The major problems for using SAT solvers in cryptanalysis are that
the computational effort of SAT solvers increases exponentially with the size
and the complexity of the underlying problem and as pointed out in [MMOO]
cryptographic algorithms provide hard and complex problems for SAT solvers.

2.3 Numerical Cryptanalysis

In this thesis we investigate a new approach in cryptanalysis. Again a system of
equations representing a cryptographic algorithm is targeted. In our approach
we apply methods and techniques from numerical analysis, which is a large and
well-studied field of research. Many efficient algorithms exist to solve linear and
non-linear systems of equations. Our approach and an application on the stream
cipher Trivium has been published in [LNRO9D].

A similar approach was investigated by Borghoff et.al. [BKS09] where a sys-
tem of equations over GF(2) is transformed in an optimization problem over the
reals. Additionally, the authors published an approach using simulated anneal-
ing [BKM10] which is a probabilistic global optimization technique. Another
approach we consider as part of numerical cryptanalysis was investigated by
Tischhauser [Tis11] where the system of equations are modelled as a continuous
optimisation problem where the equations are not continuously differentiable to
avoid high degrees.

In Figure 2.1 our approach is outlined. From the system of equations over
GF(2) we use conversion methods to create an equivalent system over the reals.
At this point one can apply numerical methods. The computed solution can be
converted back to GF(2) (with restrictions) which results in a solution for the
original system.

conversion

equations equations

.| %

numerical
methods

o)
|
L)

% .g

GF(2) Inverse conversion

Figure 2.1: Basic approach of Numerical Cryptanalysis

Numerical solvers are methods to approximate solutions for equations and
systems of equations. We are interested in the special case of solving non-
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linear polynomial systems of equations. For such system a variety of different
techniques and methods exist. A key advantage is that except for building the
Boolean system of equations every step of our approach works fully automated.

2.4 Application of Numerical Cryptanalysis

In theory numerical cryptanalysis can be applied on any cryptographic primitive.
However, we are targeting ciphers which equation structure offers low algebraic
degree, low number of equations and simplicity. In general stream ciphers pro-
vide such properties compared to more "heavy” primitives like hash functions. A
stream cipher is a symmetric key cipher, where the plaintext bits are combined
with a pseudorandom bit stream (keystream). The keystream-bits are derived
from a key and an initial value. Stream ciphers are in general fast and have
limited or no error propagation, which makes them very useful for situations
where transmission errors are highly probable or the plaintext is of unknown
length. We apply our approach on Trivium [Rob08], which is recommended by
the eStream project [ECR] and its reduced variants.

2.5 Outline

In Chapter 3 we present different methods to convert a Boolean equation to a
polynomial over the reals. We analyse in detail the different conversion results
and show their advantages and disadvantages according to the structure of the
Boolean equation. We introduce two new conversion techniques in order to re-
duce the complex structure of the conversion results. In Chapter 4 we give a
brief overview on numerical analysis and introduce the terminology and defini-
tions which are necessary for the understanding of the numerical methods used
in this thesis. Furthermore, we show which properties of the converted equations
are coherent with desired properties in numerical analysis. Finally, we apply our
approach on the stream cipher Trivium in Chapter 5. We define systems of equa-
tions for Trivium and two reduced variants, apply different conversion methods
and use the presented numerical methods to search for a solution. In Chapter 6
we present a summary and conclude the first part of this thesis by discussing
open problems and further research directions.



Conversion of Boolean Equations to the
Real Domain

In cryptography typically non-linear Boolean equations appear. Sometimes they
can be well enough linearised. Solvers for linear Boolean equations are well
researched and methods are already available. Non-linear equations are rather
difficult to solve, especially if the system consists of a high amount of unknowns
and high degrees. In our approach we want to use numerical methods to solve
such equations. Since these numerical solvers are defined to operate on real
numbers, a conversion of Boolean equations to equations over the reals has to be
done, which is the first step in our approach (see Section 2.3). Therefore, we need
to choose an appropriate representation of Boolean equations as polynomials over
the reals.

Many scientific fields work with the representation of Boolean functions as
polynomials over the reals, e.g. optimization research, circuit complexity or ma-
chine learning. In operations research the problem to formulate logical conditions
is about representation of logical conditions/equations as inequalities over the
reals or integer numbers. In machine learning there are behaviours to learn,
which can be expressed as logical conditions. The conditions have to be learned
with sophisticated algorithms, where the representation of the logical equations
is important. Furthermore, in the field of circuit complexity, the polynomial
representation of Boolean equations is a basic problem.

For different types of applications different representations are used. In sev-
eral publications [Bei93, BB99, NS94] four types occur consistently. These are

e Standard representation,

e Dual representation,

11
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e Sign representation and
e Fourier representation.

Fourier representation is the most frequently used type in the theory of circuit
complexity [Bei93], computational intelligence [Mon94] or theory of Boolean
functions [KKL88]. There is no consensus on names for the different representa-
tions. The names used in this thesis are taken from [Bei93]. In order to represent
Boolean functions (equations) as polynomials over the reals, the values for true
and false have to be mapped to real numbers. From this mapping the resulting
representation for the Boolean operators follows.

In this chapter we analyse different representations and conversion tech-
niques. We provide the mathematical definitions of each representation and
the needed lemmata for the Boolean operators. Each type of representation is
analysed in order to derive properties which classifies the conversion methods.
We show that one has a huge influence on the structure of the resulting equa-
tions over the reals, since each conversion method lead to a different system
of polynomials with different complexity. Furthermore, we show how different
properties can be exploited to decrease this complexity leading to new advanced
conversion methods.

3.1 Conversion and Complexity

In the next sections we convert Boolean functions and equations, respectively.
Therefore, we define Boolean functions in the following way.

Definition 3.1 (Boolean Function). A Boolean function is a function of the
form f: B¥ — B, where B = {false, true} is a Boolean domain and where k
18 a non-negative integer.

Any Boolean function or equation can be converted into an equation over the
reals, using one of the representation types presented in the following sections.
The structure of the resulting polynomials depends on the Boolean function
and on the chosen representation. Moreover, one can use additional techniques
to reduce the complexity of the structure. We define two such techniques and
name them adapted conversion and splitting conversion. In order to be able to
give a general analysis of the conversion methods, we assume that the Boolean
equations are in a normal form. There exist several different normal forms,
which are used for different types of applications. The two basic normal forms
are Congjunctive Normal Form and Disjunctive Normal Form.

Definition 3.2 (Conjunctive Normal Form). Let f be a Boolean function. We
say that f is in Conjunctive Normal Form if it is a conjunction of clauses, where
a clause is a disjunction of literals.

Definition 3.3 (Disjunctive Normal Form). Let f be a Boolean function. We
say that f is in Disjunctive Normal Form if it is a disjunction of clauses, where
a clause is a conjunction of literals.
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In cryptography the Algebraic Normal Form is widely used since the the
equations are mostly defined over Fy(X B).

Definition 3.4 (Algebraic Normal Form [OK94]). Let f : F} — Fy be a func-
tion. We call the Algebraic Normal Form of f, the following expression of f as

a polynomial
f(xla"' ,$n) = Z aSHmiv

SC[n] i€S
where ag € Fy and [n] = {1,--- ,n}.

We choose a different notation to avoid using the same operators in Boolean
and real equations.

Definition 3.5 (Algebraic Normal Form (Boolean notation)). Let f be a Boolean
function. The ANF of f in Boolean notation is the following expression.

EDaI/\(/\xi),

ICM iel

where M = {1,--- ,n} and a; € {false, true}. In this case a; determines the
existence of the corresponding conjunction.

In the next sections a Boolean system of equations in ANF will be converted
into equations over the reals using the four different types of representation.
Afterwards the resulting equations are analysed to show which type leads to the
most simple equations over the reals.

An arbitrary Boolean system of equations in ANF using Definition 3.5 is
defined as follows

@ ar, N (/\z’eh xl)

LCM by
: =| 1, (3.1)
D ar, AN (Aier,, ©i) bin
Im CM
for b; € {false,true} and i = 1,...,m. Converting a system of Boolean equa-

tions is done by converting each single equation separately.

3.1.1 Conversion Algorithm

The conversion of a Boolean equation using one of the representation types
consists basically of two steps. First of all we have to convert all AND operations
and afterwards each XOR operation. This order is given by the distributive law
in Boolean algebra. The lemmata from the representation types are used to
create an algorithm for the conversion. In order to specify the algorithm two
functions are needed: Ch(a,b) and Cg(a,b). These two functions, representing
the AND and XOR operations, are different for every type of representation
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Algorithm 1 Conversion Algorithm

Require: Equation in ANF
: Create a list A of all XOR operands
: for i =1 to i =sizeof(A) do
Create a list B of all variables in A[i]
for i = 2 to i =sizeof(B) do
B[1] = CA(B[1], BIi)
end for
Ali] = B[1]
end for
for i = 2 to i =sizeof A do
A[l] = Co(A[1], AJ7)
: end for
. Print A[1]

_ =

and therefore are defined separately. The straightforward algorithm is given in
Algorithm 1. The algorithm returns in polynomial time an equation over the
reals representing the given Boolean equation. Basically the algorithm works for
every representation despite of the different definitions of Cx and Cg.

3.1.2 Complexity of Converted Equations

To analyse each conversion method a measurement for the complexity of the
resulting system of equations is needed, to argue which type leads to “better”
equations. In the context of numerical methods it is hard to define the difficulty
of the system a priori. However, a rough classification can be done using the rep-
resented factors in this chapter. For example we assume that a Boolean equation
converting to a polynomial over the reals resulting in a low monomial degree or
sparsity grade, is less complex and therefore “easier” than a polynomial with
high total and monomial degree. However, it is obvious that the difficulty of the
system depends on more than these factors, like the dependencies between the
equations of the system, but they are nevertheless useful for a rough estimation
of the complexity and as we show in Chapter 5 the performance and accuracy
changes according to these factors.

In the following we define these factors for single equations, since each equa-
tion of a system has to be converted separately. The following definitions are
taken from [CLOOT].

Definition 3.6 (Monomial). A monomial in x1,--- ,x, is a product of the form
l.llll . x§2 . .xf‘bn’
where all of the exponents ay,- -+ , ay, are non-negative integers. The total degree

of this monomial is defined as |a| = a1 + -+ + Q.
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Definition 3.7 (Polynomial over the reals). A polynomial over the reals f in
X1, Ty with coefficients in R is a finite linear combination (with coefficients
in R) of monomials. We write a polynomial f in the form

f= Zaaxo‘,aa e R,
«

where the sum is over a finite number of n-tuples & = (a1, , ). The set of
all polynomials in x1,- - ,x, with coefficients in R is denoted by Rlxy, -+, xy,].
Definition 3.8. Let f =3 aqx® be a polynomial in Rlxy,--- ,xy].

(i) We call a, the coefficient of the monomial z®.
(1) If an # 0, then we call aqz® a term of f

(iii) The total degree of f, denoted deg(f), is the mazimum |«| such that as is
nonzero.

Definition 3.9 (Multilinear Polynomials). We call a polynomial multilinear, if
each variable in each monomial has a degree of at most 1.

For the analysis of the conversion methods additional definitions are needed.

Definition 3.10 (Monomial Degree). Let f be a polynomial over the reals. The
monomial degree of f, denoted mdeg(f), is the number of monomials in f.

Definition 3.11 (Sparsity Grade). Let S, be a system of equations and f an
equation in S,.. The Sparsity Grade of f, denoted sg(f), is defined as

sa(f) = "D

where N is the number of different variables in S,

Boolean equations may have a special structure which influences the con-
version result, e.g. same variables occur in different monomials. This can lead
to a less complex polynomial over the reals. To include this observation in the
analysis the following definition is necessary.

Definition 3.12 (Variable Sharing). Let f be a Boolean equation in ANF. If
there exist I and J where ay and ay are true and I NJ # {}, then f is called a
variable sharing Boolean equation.

These definitions include two important properties of an equation over the
reals. Concerning numerical solvers both are important. The higher the total
degree the more difficult a system of equations seems to be. The sparsity grade
is a way to measure the sparsity of a system of equations. We speak of a sparse
system if the sum of the sparsity grade over all equations is low. We assume
the smaller this value the easier a solution can be determined. Obviously, these
values depend mostly on the given equations, but the choice of the representation
type, which is used for the conversion, can influence the results significantly. In
the following sections the defined factors are used to analyse and afterwards to
compare the four types of representation.
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3.2 Conversion using Standard Representation

3.2.1 Standard Representation

Definition 3.13. Let f(x1,- - ,2,) be a Boolean function, x; € {true, false}
fori=1,--- ,n andt:{false, true} — {0,1} with
t(false) = 0
t(true) = 1.
(Y1, ,yn) is the standard representation of f(x1,--- ,xy), if

Va; s s(t(xy), - t(xn)) =t(f(z1, -, 20))-

Lemma 3.1. Let f(x1, - ,x,) be a Boolean function and s(y1,- - ,yn) its stan-
dard representation.

a) f(x1,22) =21 Axo = s(y1,y2) = Y1 - Y2, yi = t(x;) fori=1,2.

b) f(1,22) =21 Ve = s(y1,y2) = y1+y2 —y1-y2, yi = t(z;) fori=1,2.
¢) f(x1) =21 = s(y1) =1 —y1, y1 = t(z1)

d) f(z1,22) = 21@22 = s(y1,¥2) = y1+Y2—2-y1-Y2, ¥i = t(x;) fori=1,2.

Proof. The proof for Lemma 3.1 can be done by a truth table for each Boolean
operator, to show that the standard representation has the same results as the
Boolean function. For the truth tables the representation function s has to be
evaluated, which results in the following tables.

T Ty T3 A T y1 | y2 || s(y1,92)
false | false false 0 0 0
false | true false 0 1 0
true | false false 1 0 0
true true true 1 1 1

Ty T x V T2 y1 | y2 || s(yi,v2)
false | false false 0 0 0
false | true true 0 1 1
true | false true 1 0 1
true true true 1 1 1

Z1 Ty T @ T y1 | v || s(y1,92)
false | false false 0 0 0
false | true true 0 1 1
true false true 1 0 1
true true false 1 1 0
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T 21 v1 || s(y1)
false true 0 1
true false 1 0

Due to the truth tables ¢(s(y1,y2))) and t(s(y1)) respectively have the same
values as the Boolean function for the specific operator. O

Any combination of the operators can be represented in standard form, since
Lemma 3.1 can be used recursively in consideration of the distributive law in
Boolean algebra.

Example 3.1. For better understanding, a short example illustrates how a
Boolean function is represented as a polynomial over the reals by using stan-
dard representation. Lets consider the following Boolean function:

f(iEo,CCl,l‘g,J?g) =3 N1 NTgPr3 N1 ®r3N\NTro®T3PDT1 Do ® true.

By applying Lemma 3.1 recursively, under the consideration of the distributive
law in Boolean algebra, the resulting polynomial over the reals using standard
representation s

5(y0,y1,Y2,¥3) = 1 — Yo — y1 + 2yoy1 — ¥3 + Yoy3 + Y1Y3 — YoY1V3-
An evaluation of f(false, true, false, true) and s(0,1,0,1) leads to

f(false, true, false, true) =true A true A false®d true A trued
true false® trued
trued false® true = false

and
s(0,1,0,1)=1-0-142-0-1-14+0-141-1-0-1-1=0.

The results of the evaluation of the Boolean function and the standard represen-
tation are equivalent.

3.2.2 Conversion

Using Algorithm 1, the definition of C and Cg, follows directly from Lemma 3.1a)
and Lemma 3.1d)

Cr(a,b) = a-b,
Cela,b) = a+b—2-a-b.

To analyse the conversion based on the standard representation it is sufficient
to look only at one equation of system (3.1):

@ aI/\(/\ x;) =b. (3.2)

ICM iel
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According to Algorithm 1 the AND operators have to be converted first by
applying Cx on
ar N\ /\ T;.

el
In the standard representation the AND operator is converted into a multipli-
cation and therefore a conversion results in

C(gf) =ar Hyl for ij = (yiu"' 7y’iu|)' (33)
iel
In the next step the XOR operations need to be converted
D <) (34)
IcM

For a better understanding of this process we express Algorithm 1 as following
recursive formula:

C@(c(g11)7 C@(C(jj[z), OGB(' o 7C@(C(gI\T(M)\—1)7C(gI\T(M)\)))))'

As an intermediate result the first two evaluations of Cg in the recursion result
in

Ca(r) = tlar) [T ws+Cal) =2 tlar) [T v~ Cal-)

i€l i€l
= tlan) H yi +t(ar,) H Yi + Co(--)
i€l 1€ly
—2-t(ar,) H Yi Co(--+)
i€ly
—2-t(ar,) [ vi - tlar,) [T v
icl, i€l
—2t(ar,) [[ vi- Cal-+)
i€l
+4-tar) [J wi - tlan) [T v Ca(-+-).
i€l i€l

The complete evaluation of the recursion leads to a polynomial over the reals
representing the Boolean Equation (3.2) using standard representation

=S tan[wi-2 Y tlant@n) [[w [T

ICM i€l I‘j;%M el jeJ
+4 > tlantan)tar) [Tvi [Tos [T oe—-- (3.5)
I1,J,KCM el jed keK
I#J#K
+ (=2) PO T tan) [ i = t).
ICM iel

We denote Equation (3.5) as the converted polynomial over the reals ps.
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3.2.3 Analysis
Total Degree

The total degree of p, depends on the number of variables in the Boolean equa-
tion. In the worst case we have deg(ps) = n, due to Equation (3.3) where the
maximum number of different variables multiplied can only be n. Higher degrees
could occur during the conversion of the XOR operations, which is prevented
by the multilinearity property (z' = z,Vl € N) of the standard representation.
Hence, the total degree depends directly on ||JI| where a; is equal true. Let
k¢ be the total degree of ps then

ke=| | II.

ICM
G.I =true

Monomial Degree

Equation (3.2) consists of |P(M)]| different monomials. Obviously, the monomial
degree for the converted equation is increased significantly. The monomial degree
of p, is determined by every possible product of two different monomials in (3.2),
every possible product of three monomials etc.. The final maximum amount of
monomials in equation (3.5) is

f%}\f)l ('T(M”)

if for all I € P(M), ay is equal true. Hence, the monomial degree directly
depends on the number of coefficients a; which are equal to true. Let kg be

defined as
ks = Z t(ar),
ICM

then the monomial degree of p, is

o =55 ().

i=1

If the given Boolean equation is variable sharing, the monomial degree can de-
crease, since monomials can occur which just differ in the coefficients. The
following example demonstrates how variable sharing effects the conversion.

Example 3.2. The following Boolean function is converted using the standard
representation.
f =21 Dx1 N2

The resulting polynomial over the reals is given by

Pr =21+ T122 — 2017122 = T] — X1 - Ta.
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Due to the variable sharing property of f and the multilinearity property of the
standard representation, the monomial degree in this example is decreased by
one.

Example 3.3. This example demonstrates that the standard conversion does
not benefit from variable sharing, if the shared variable is part of a conjunction.

=21 Nao® a1 Nrg <= pr = 2122 + T1T3 — 2 - 12223

Remouving the variable sharing property, the resulting polynomial has the same
monomial degree.

f =TI ANXs BTy NT3 << Pr = T1T2 + T4T3 — 2 - T1T2XT3T4

The maximum monomial degree of a full Boolean equation in ANF (full
means all a; = true) is not that high as expected, since in such an equation
variable sharing definitely occurs. Our experiments show that in such equations
the monomial degree is decreased significantly.

3.3 Conversion using Dual Representation

3.3.1 Dual Representation

Definition 3.14. Let f(x1, -+ ,2n) be a Boolean function, x; € {true, false}
fori=1,--- nandt:{false, true} — {0,1} with

t(false) = 1
t(true) = 0.
s(y1,- - ,yn) is the dual representation of f(x1, - ,%n), if

Va; :s(t(xy), - t(xn)) =t(f(z1, -, 20)).

Lemma 3.2. Let f(x1, - ,2n) be a Boolean function and s(y1,- - ,yn) its dual
representation.

a) f(w1,02) =21 A2 = s(y1,y2) = Y1+ Y2 — Y1 - Y2, ¥i = t(x;) fori=1,2.
b) fx1,22) =21 Vs = s(y1,y2) = y1 -y, ¥i = t(x;) fori=1,2.
¢) f(x1) =21 = s(y1) =1 —y1, y1 = t(z1).

d) f(z1,72) = 21@x2 = s(y1,92) = L —y1—y2+2-y1-y2, yi = t(x;) fori=
1,2.

The proof is done in the same way as the the proof of Lemma 3.1.
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Example 3.4. The same Boolean function is used as in Example 3.1.
flay, e, w3, 4) =23 A1 Ao D T3 A1 D3 AT D3 D1 Do D true
The resulting polynomial over the reals using dual representation is

s(Y1,Y2,Y3:Ya) = Yo + Y1 — YoY1 — Yoy1Y3-

In this example we see already that the resulting polynomial has a less com-
plex structure than using the standard representation, i.e. different representa-
tion types lead to a different structure of the resulting polynomial. Hence, the
different conversion methods have a high influence on the resulting system over
the reals.

3.3.2 Conversion

Using Algorithm 1, the definition of C and Cg, follows directly from Lemma 3.2a)
and Lemma 3.2d)

Cr(a,b) = a+b—a-b,
Cela,b) = 1—a—b+2-a-b.

The conversion is done again only for one equation from system (3.1). Since
Algorithm 1 works for all types of representation, the same procedure as in

Section 3.2 has to be done.
@ a[/\(/\ Il) =b. (36)
ICM iel

First the AND operations have to be converted according to Ch.
/\ ar N\ z; (3.7)
iel
In contrast to the standard representation the result is more complex. Therefore,
we use the recursive representation of this part of the conversion process.

C/\(afv CA(xh ) C/\(xiz ) C/\( 5, Ca (xim 2y Lijr 4 )))))’ (3'8)

For a better understanding the following intermediate result is obtained, evalu-
ating two steps of the above recursion.

Ca(++) = Har)+ Cal++) = tar) - Cal-+)
= tan) + i+ Cal0) =iy - Ca(+) — tlays,
—Har)Ca(-++) + Har)yi, Cal-+)

A complete evaluation of the recursion leads to following equation

c(ir) =tlan)[L =Y wi+ > vy — > vivjye — -+ (D! [Jwil+

el s Lokel i€l
' ' - (3.9)
Zyi - Z Yiyj + Z yiyiye — -+ (=)= I_Iyz = t(b),
i€l i,j€T i,J,k€T el

i<j i<j<k
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where §1 = yi,, -+ ,y;, - For better readability we write
P (i) (3.10)
ICM

The conversion for the XOR operations works in a similar way. According to
Algorithm 1 the following expression is determined

C@(C(gh)a C@(C(QJ}Q), C@(' o 7C@(C(gﬁ/y(yw)\fl)vC(gl\'y(yv[)\)))))'

After an evaluation of two steps of the above recursion we obtain

Co(--) = 1—cyn)—Co()+2-cyr) Cal--)
= c(yn) +c(yr) + Col--)
=2 -c(yr,) - c(¥1,)
=2-c(¥n) Col )
=2-c(yr,)  Co(-)
+4 - c(yr)  c(yr,)  Ca(-)

Finally, a full evaluation of Cg results in a polynomial over the reals representing
the Boolean Equation (3.6) using dual representation

PO0)-1
_ (—1)" + (~)POOE N " (i)
7 ICM
£2-(C1POO S o )e()

I,JCM
I#J

+4-(-1)PO0I=L E c(ir)e(yr)e(¥x)
I,J,KCM
IAJ#K

i

(3.11)

+ 2POOETT i) = ().
ICM

We denote Equation (3.11) as the converted polynomial over the reals pg.

3.3.3 Analysis
Total Degree

The total degree of p; depends on the last product in Equation (3.11) which is
the largest one. Therefore, the last summand in Equation (3.9) defines the total
degree of (3.9), which is |I]. Due to the last product in (3.11) the total degree
of pg can increase. However, the total degree is limited by the total number
of variables in the equation because of the multilinearity property of the dual
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representation. Hence, the total degree of p; depends on the same factor as for
the standard representation, which is

Monomial Degree

Equation (3.6) contains |P(M)| different monomials. Similar to the standard rep-
resentation, the converted equations consist of every possible product of Equa-
tion (3.9). Hence, there is a maximum of

[P

; <|T(?/f)|)

different products, if for all I € P(M), as is equal true. Let ks be defined as

ks = Z 1,

ICM
a=true

then the number of products in Equation (3.11) is
()
=1
Equation (3.9) has a similar structure and has
11
]
k =

different monomials for each I C M. Finally, the exact monomial degree of
(3.11) is

mdeg(pd)= Z kr + Z kiky+ Z krkjkg +---+ H k.

ICM I1,JCM 1,J,KCM ICM
a=true I#J I#J#K a7 =true
I ay,a j=true ay,aj,ap =true 1

Note that the dual conversion leads to much larger polynomials over the re-
als compared to the standard representation. The effect of variable sharing is
similar as for the Fourier or sign conversion, which are discussed in the sub-
sequent sections. However, since the conversion of both the XOR and AND
operation increases the monomial degree, the conversion results are significantly
more complex than using the standard representation.
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3.4 Conversion using Sign Representation

3.4.1 Sign Representation

Definition 3.15. Let f(x1,- - ,2n) be a Boolean function, x; € {true, false}
fori=1,--- n andt: {false, true} — {—1,1} with

t(false) = -1
t(true) = 1.
sy, ,Yn) 18 the sign representation of f(x1, -+ ,xn), if

Vi o s(t(xy), - t(zn)) = t(f(z1, -+, 20)).

Lemma 3.3. Let f(x1,--- ,x,) be a Boolean function and s(y1,- - ,Yn) s sign
representation.

a) f(z1,22) = x1/Az2 = s(y1,y2) = 3(—14y1+yoty1-y2), yi = t(z;) fori=
1,2.

b) f(z1,22) =21 Vrs = s(Y1,42) = %(1-1-91 +y2—y1-y2), yi = t(x;) fori=
1,2.

¢) f(x1) = —x1 = s(y1) = —y1, y1 = t(21).

d) f(x1,22) =21 ® 22 = 5(y1,Y2) = —Y1 - Y2, yi = t(x;) fori=1,2.
Example 3.5. The same Boolean function is used as in Fxample 3.1.

f(z1, 22,3, 04) =23 Ax1 ATo D T3 ANT1 B3 Ao D T3 Dy B o ® true

By applying Lemma 3.3 recursively as above, the polynomial over the reals using
sign representation s

1
5(Y1, Y2, Y3, Ya) = 1[1 — Yo — Y1 — 3Yoy1 + Y3 — Yoy3 — Y1y3 + Yoy1Y3]-

The reader may get the impression that this result is more complicated than
in the standard or dual representation, but in the next sections the analysis will
show that this is not always the case.

Remark 3.1. A general property of the four representation types is the multilin-
earity. Concerning standard and dual representation the exponent of a variable
is always equal to one (¥? = x). More interesting is the multilinearity in the
Fourier and sign representation since monomials can disappear (a:2 =1).
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3.4.2 Conversion

Using Algorithm 1, the definition of Cs and Cg, follows directly from Lemma 3.3a)
and Lemma 3.3d).

1
C/\(Cl,b) = 5(_1+a+b+ab)a
Cg(a,b) = —a-b.
We consider again an arbitrary Boolean equation in ANF
P ar A (N\wi) =0 (3.12)

ICM iel

First the AND operations have to be converted by applying C, on

/\ ar A . (3.13)

Therefore, we use the following recursion which is equivalent to Algorithm 1
C/\ (aI7 C’/\ (:L'il ) C/\ (xig 9 CY/\ ( Ty CY/\ (xi‘” ) $i|1|+1 ))))

For a better understanding, the intermediate result after evaluating two steps of
the above recursion results in

Cn() = (=14 t{ar) + Oa() +tlar) - Cal---))
= ;(—1+t(a1)+;(—1+y1+C’A(---)+y1-OA(---))
—|—%(—t(a1) +tlar)yr + t(ar)Ca(- ) + tlar)yr - Cal- - )))

= LB tan) by ) tlanys + Han)Cal))

+1COA(--) + Han)n Ca(---)) -

By evaluating all C's we obtain

(i) =—1+ (;)I—l

|[I]—1
+ (;) tar) |1+ ) wi+ > wyi+ > visye+-+ [

iel i,jel ij,kel i€l
i<j i<j<k

[I]—1
+<;) Zyi+zyiyj+ Z yiyjyk+"'+Hyi )

el i,jel ij,k€l el
i<j i<j<k

(3.14)
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where §1 = yi,, -+ ,y;, - For better readability we write
P <. (3.15)
ICM

Again the XOR operations have to be converted next. According to following
recursion

C@(C(gfl)a C@(C(?jfz)v C@(' o 7089(6(3?1\?(7%)\71)’ C(gl\fy(mn)))))

we obtain a polynomial over the reals representing the Boolean Equation 3.12
using sign representation

C@l("') :_C(gfl)'c@z('“)
:C(:’jh)c(glz) ’ C@s(' o )
(3.16)

=(-1)PEOEUTT e(r) = t(0)

ICM

We denote Equation (3.16) as the converted polynomial over the reals ps;.

3.4.3 Analysis
Total Degree

Since equation (3.16) consist only of one single product, we need to analyse
Equation (3.14), where the product [, .; y; determines the total degree of (3.14),
which is |I]. It follows from the single product in (3.16) that the total degree of
Psi is equal to the total degree py or py, which is equal to the number of variables
in the converted equation

ke=| | 11

IcCM
ar=1

Monomial Degree

Equation (3.12) consist of |P(M)]| different monomials and Equation (3.16) con-
sists of one single product. Hence, the number of monomials is determined by

[T mdeg(cn)).

Since ¢(%) consists of each possible product of y;, for ¢ € I and |I| > 1, plus
one constant, the number of monomials is

1]

> (1)1

i=1
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The condition |I| > 1 follows from the fact that for |I| = 1 there is no conjunction
and therefore no conversion is needed. However, only c(y;) where a; = true
contribute to the monomial degree. Therefore, the monomial degree of pg; is
given by

7]

maegtv) = T (1) +1

ICM i=1
aj=true

This is the exact number of monomials if for all I C M, ay = true and (I =
{}. Due to the multilinearity property the monomial degree is decreased if the
Boolean function is variable sharing. In contrast to the standard representation,
the sign representation benefits from a different type of variable sharing. In this
case the shared variable has to be a part of a conjunction. This derives from the
fact, that only the AND conversion creates additional monomials.

Example 3.6. The following Boolean function is converted using the sign rep-
resentation.

f=x1 Ao ® a1 A T3

The resulting polynomial over the reals is given by

1
Dsi = 1(*1 +x1 + T2+ 1172 + T3 — T173

—X9T3 — T1T2X3 + X1 — T1T1 — T2Xq

—T1%2T1 + ¥3T1 — T1T3T1 — T2X3T] — T1T2T3T1)

= 5(—1 + X1 — Tox3 — xll‘gl‘g)
Due to the variable sharing property of f and the multilinearity property of the
sign representation, the monomial degree in this example is decreased by a factor
of 4. If the above requirement is mot given, then the monomial degree is mot
decreased.

Example 3.7. This example demonstrates that the sign conversion does not
benefit from variable sharing, if the shared variable is not part of a conjunction.

1
f=x1® 21 N <:)psi:§(—1+x1—x2—x1x2)

Removing the variable sharing property, the resulting polynomial has the same
monomial degree (1 is interpreted as a monomial 2°).

1
f =21 Pr3 NTo < pg; = 5(1’1 — 1T — 13 — 1’1%2%3)

Note that the observations for the variable sharing effect are also made for
the Fourier conversion, which is introduced next.
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3.5 Conversion using Fourier Representation

3.5.1 Fourier Representation

Definition 3.16. Let f(x1,- - ,2,) be a Boolean function, x; € {true, false}
fori=1,--- nandt: {false, true} — {—1,1} with
t(false) = 1
t(true) = -—1.
s(y1,- - ,yn) is the Fourier representation of f(x1, -+ ,xy), if

Vg o s(t(xy), - t(xn)) = t(f(xr, - xn)).

Lemma 3.4. Let f(x1,---,x,) be a Boolean function and s(yi,--- ,yn) its
Fourier representation.

a) f(z1,22) =1 Axs => s(y1,y2) = s(1+y1+y2—y1-y2), yi = t(x;) fori=
1,2.

b) f(w1,22) = 21V = 5(y1,12) = %(—1+y1+yz+y1'yz), yi = t(x;) fori=
1,2.

¢) f(x1) = ~w1 = s(y1) = —y1, y1 = t(21).
d) f(z1,22) = 11 @ 12 = 5(y1,Y2) = Y1 - Y2, ¥i = t(x;) fori=1,2.
Example 3.8. Again the same Boolean function as in Example 3.1 is used.

flzi, o, 3, 24) =3 AT AT D23 A1 D3 AT D3 D1 Dao D true

1
s(Y1, Y2, Y3, Ya) = Z[l + 9o + Y1 — 3Yoy1 — Y3 — YoYs — Y1Y3 — YoY1Y3)-

3.5.2 Conversion

Using Algorithm 1, the definition of C and Cg, follows directly from Lemma 3.4a)
and Lemma 3.4d).

1
O/\(Cl,b) = 5(1+a+b—a~b)
Cg(a,b) = a-b

We target again an arbitrary Boolean equation in ANF

P ar(/\ =) =0 (3.17)

ICM i€l
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The AND operations have to be converted first by applying Cx on

N\ ar Az (3.18)

iel
Therefore, we use the following recursion

C/\(a17 CA('rh ’ C/\(miz ) C/\(' -, COn (xim s Liy )41 ))))) (3'19)

The first two step results in

Cu(-) =

(—t(ar) —t(ar)yr — t(ar)CA(---) +t(ar)yr - Oa(- - )))

= { @ ta) y+ Calo) — tarys — Har)Cal-+)
~nCal) + Han)nCal++)

and the full conversion of the AND operations leads to

e(ir) =1 — <;)u|_1

[T]-1
— (;) t(ar) 1+Zyi— Z Yiy; + Z yiyjyk_...+(_1)|1\—1 Hyl

icl ijel i,5,k€T
i<y i<j<k

[7]-1
+ (;) Zyz - Z Yiy; + Z Vil — o+ (_1)|1|—1 Hyi

icl ijEL ij, kel icl
1<j 1<j<k
(3.20)
where y1 = y;,,- -+ ,yi, - For a better readability we write

P <. (3.21)

ICM

Again the XOR operations have to be converted next according to the following
recursion

OEB (C(gfl )7 C@(dﬂb)? CGB(' ) C@(c(gf\w(m)\—1 )7 C(gf\fp(m)\ )))))7
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we obtain a polynomial over the reals representing the Boolean Equation (3.17)
using Fourier representation

- (3.22)

We denote Equation (3.22) as the converted polynomial over the reals py.

3.5.3 Analysis

Due to the similarities between the Fourier and sign representation all derivations
in Section 3.4.3 are also true for the Fourier representation. Hence, the total
degree and monomial degree is the same if the Boolean equation is not variable
sharing. If the variable sharing property is available, the same observations are
made as for the sign representation.

Total Degree
The total degree is given by

ke=| | Il

ICM

ay=true

Monomial Degree

The monomial degree is given by

11

1
I (x(7)+)
a;ii\;fue =1

for |I| > 1.

3.6 Comparison of Conversion Methods

We presented four different ways to convert any Boolean equation to a poly-
nomial over the reals. The resulting polynomials look different but share the
minimum amount of roots derived from the Boolean solutions of the original
Boolean equation. As we have shown, one has a huge influence on the structure
of the conversion results. The analysis of the conversion methods shows that
the complexity of the structure of the resulting polynomials is increased signif-
icantly for all methods. The total degree is the same for all four, and depends
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only on the number of occurring variables. However, the monomial degree is
one factor were different methods deliver different results. If we assume that a
lower monomial degree makes the solving of equations using numerical methods
easier, then we would recommend the standard or Fourier conversion. The dual
representation can be excluded from further consideration, since it delivers the
highest monomial degree. The sign and Fourier representation are very simi-
lar and deliver the same monomial degree after the transformation. We prefer
Fourier conversion, because the conversion for the XOR operations is slightly
simpler (no sign alteration). If we reconsider the monomial degree using the
standard representation

i <’2> (3.23)

i=1
where k; is the amount of a; = true and for the Fourier representation

17

I > <f> (3.24)

ICM =1
aI:true

one can see that both depend on the number of a; = true which is equivalent
to the number of XOR operations in the Boolean equation. Additionally, the
monomial degree for the conversion using Fourier representation depends on the
number of AND operations. According to (3.23) and (3.24) an increase of XOR
operations is a disadvantage for the standard representation. The number of
AND operations can be expressed in the following way

> (=1

ICM
ar =true

The following inequalities can be used as a rule of thumb for the decision in
practice. If the condition

S (1-1) <k,

ICM
aI =true

holds then Fourier representation should be preferred. On the other hand if

Y =1 =k

ICM
ar =true

holds, then the standard representation results in a lower monomial degree. If
the Boolean equation is variable sharing then the rule of thumb may change. In
that case it depends how a variable is shared in one equation which is analysed
in the next section. However, in practice it is useful to compute the polynomial
over the reals using both conversion types and to compare the monomial degree,
since the computational effort to do this is negligible.
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Remark 3.2. Note that the effect of the monomial degree on the solvability of the
resulting system of equations over the reals is still an open problem. However, the
monomial degree has a significant impact on the efficiency of numerical methods.
Due to the fact that large equations are more difficult to handle. Storing and
evaluating large equations and therefore large systems of equations can be costly.
Especially, iterative numerical methods evaluate the system and the Jacobian
matriz more than once per iteration. Hence, the performance of each iteration
decreases with the size of the equations.

Remark 3.3. One disadvantage of all four conversion methods is that linear
Boolean functions become non-linear function over the reals. As we show in Chap-
ter 5, there are cases were we can prevent this.

3.7 Variable Sharing

The variable sharing property decreases the monomial degree as shown in Sec-
tions 3.2.3 and 3.4.3. In the following section we analyse this property in more
details. Due to the similarities between sign and Fourier conversion and the bad
results for dual conversion, we focus on the standard and Fourier conversion.
We consider again an arbitrary Boolean equation in ANF

EDGI/\(/\xi):b'

ICM iel

Without loss of generality let z be the shared variable (occurs in at least two
monomials). Let be M := {I € P(M) : ar = true}. We separate the monomials

including zj_in two parts by splitting M in My = {I € M : k € I} and
My ={I € M : k ¢ I} which results in

( @ aK/\(/\ xz))@(@ aI/\(/\a:i)). (3.25)
K€My, ek IeMy, iel
In the next step we factor out xy:
@ AP ax A N\ z) o (P arn(f\z). (3.26)
KeM, i€K\{k} Ie My, iel

Under the consideration of the distributive law in Boolean algebra, we first
convert the right part denoted by ¢z (%), and then the left part denoted by ¢ (%)
of Equation (3.26). Finally, the XOR combination of both results is converted

cx(4) © g (¥)-

The affect of variable sharing on the monomial degree depends now on the
chosen representation. Note that for more than one sharing variable the same
technique is applied recursively under consideration of the distributive law in
Boolean algebra.
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3.7.1 Standard Conversion

As mentioned before, variable sharing can decrease the monomial degree of the
resulting equations. The monomial degree of ¢z (¥) using standard representation
(see Section 3.2.3) is given by

'”Z (W_M)

=1

Considering Equation (3.26) the conjunction of zj, is converted to a multiplica-
tion and therefore does not increase the monomial degree. Hence, by factoring
out x; the monomial degree can only decrease if there is one constant monomial

(@ axn( N\ =)

KEM; ieK\{k}

—

In that case the monomial degree of ¢ (%) is reduced and is given by

lek:_l (|Mk:.— 1|).
i=1 !
In the last step we convert the XOR combination
k() @ ez (9)-
according to the conversion rule given by the standard representation:
Co(a,b)=a+b—2-a-b.

Hence, the monomial degree of the Equation (3.25) converted with one shared
variable is given by

|Mzk:—1 (|Mk'_ 1|) .'gf" (I%I) N lMi_l <Mk__ 1|> + l% (W'k')

which is less than the monomial degree without variable sharing

)

In other words, the standard conversion profits from variable sharing only if the
shared variable is the only variable in at least one monomial.
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3.7.2 Fourier Conversion

We use the Fourier representation to convert Equation (3.25) according to Sec-
tion 3.5. The monomial degree of cj (%) using Fourier representation is given
by
||
I
I (2 (7) ).
Iemy \*=1
for |I| > 1. To determine the monomial degree of ¢ () we first compute the
monomial degree of the inner conjunctions

ag A\ )
i€ K\{k}
which is given by
|K]-1
K|-1
> (F7)
; i
=1
for each K € M}, and for |K| —1 > 1. The XOR operations are converted to
multiplications and hence the monomial degree including the XOR conversion

results in
|K|-1

(X (57

KeM i=1
|K|>2

Now we have one final conjunction to convert which results from factoring out
the shared variable z; (see Equation (3.26)). The rule for this conversion is
given by
1
Ch(a,b) = 5(1+a+b—a-b)

—

which determines the monomial degree of ¢ (%)

|K|-1
(K| —1
2.
{3 (")
KeMy, i=1

|K|>2

Note that there is a special case if IK € My, |K| < 2. In that case the monomial
degree of ¢ (y) is increased by two. It follows that the monomial degree of
Equation (3.25) converted with one shared variable is given by

|K|-1 11|
K| -1 1]
I (U7 (ol
Kenr, i=1 rent; i=1
|K|>2
If we compare this result to the monomial degree without variable sharing
7] 1]
I (X (7))
i

IQM i=1
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we see that the monomial degree depends on how often a shared variable occur
in a conjunction. The higher the occurrence the lower the monomial degree.
However, there is an exception if the shared variable is part of conjunctions with
only one additional variable. In that case the monomial degree does not change.

3.7.3 Conversion Examples

The examples and conversion results shown in Table 3.1 should give a feeling
about the total degree and monomial degree for different types of equations.

Table 3.1: Results for different examples.

Standard \ Dual \ Sign \ Fourier
J1 T, DT D T3 DTy DT AT
Total degree 6 6 6 6
Monomial degree 31 63 4 4
f2 21D T2 D T3 DTy AT D x6 AT
Total degree 7 7 7 7
Monomial degree 31 127 16 16
f3 T1 B xo P3P rs N5 D ag a7y ® g N Tg
Total degree 9 9 9 9
Monomial degree 63 512 64 64
fa T1PTo P3P T ANXy B NT7y B xg A\ T9
Total degree 8 8 8 8
Monomial degree 47 192 64 64
f5 T1 BxoPr3PDri ANTs B a1 N7 B2 N Ig
Total degree 7 7 7 7
Monomial degree 39 128 16 16
fe T1 D T2 D x3 DXL Ny Dro ANT7 B T3 A9
Total degree 7 7 7 7
Monomial degree 35 72 64 64

f1 is not variable sharing and has more XOR than AND operations. f; has
an additional AND operation. The results show that the monomial degree for
the standard conversion does not change, but for the Fourier transformation it
increases significantly. f3 has a balanced amount of XOR and AND operations,
hence the total degree and monomial degree are close. In f; we include variable
sharing to the equation. This results in a significant decrease of the monomial
degree for the standard and dual conversion. For f; a variable is shared such
that the standard and Fourier conversion benefit from it. The Fourier conversion
can compensate an AND operation, which decreases the monomial degree by a
factor of 4. In fg more variables are shared such that the standard and dual
conversion benefit from it. Therefore, the decrease factor is smaller than for f;
using sign and Fourier transformation.
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Remark 3.4. Due to the fact that the conversion of a system of equations is
done by converting each equation separately, we analysed the conversion methods
only for one single equation. Although, considering the whole system, some ben-
eficial effects may occur. For example a combination of converted equations may
result in a less complex structure. However, this effects would occur independent
of the chosen conversion methods and may already indicate a structural problem
in the original Boolean system. For the targeted systems we can not observe such
effects and therefore it does not influence the choice of the conversion method.

Obviously, the structure of the resulting polynomials depends also on the
actual used Boolean equations, why it is not possible to recommend one repre-
sentation for all cases. However, the rule of thumb given in Section 3.6 should
lead to a first choice of a conversion method. Due to the variable sharing prop-
erty a closer look at the equations is inevitable.

3.8 Advanced Conversion Techniques

So far we influenced the structure of the resulting polynomials over the monomial
degree and the variable sharing property. The total degree on the other hand
is not changed by any type of representation and is considerable high. Since
the total degree is a crucial factor in the solvability of non-linear systems of
equations over the reals (see Chapter 4), it is important to keep this degree as
low as possible. Therefore, we further develop the presented conversion methods
such that we specifically influence the total degree of the resulting polynomials.
We published both conversion methods in [LNRO9b].

3.8.1 Adapted Standard Conversion

The main idea behind our Adapted Standard Conversion is to keep the struc-
ture of the equation when converting them to the real domain. This should
result in equations over the reals with low monomial degrees and total degrees.
The adapted standard conversion uses the standard representation, but with a
different conversion algorithm. Instead of converting all operations recursively
in consideration of the distributive law in Boolean algebra, the equation stays
unchanged by introducing new variables and new equations. Note that this
conversion method works for every type representation analogous.

Conversion
We consider again an arbitrary Boolean equation in ANF
f(&) = P ar(/\ =) =0 (3.27)
ICM el

In the first step we compute the truth table of the Boolean function f and filter
for the solutions of Equation (3.27). Let S := {Z : f(Z) = b} be the set of
solutions.
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Next we keep the structure of the equation in the real domain, i.e. each AND
operation becomes the multiplication and each XOR becomes an addition over
the reals:

£@) =Y tlan)(Jw) =), (3.28)
ICM il
for f,: B™ — R. We determine the set S, := {f(¥) : ¥ = t(Z) for & € S} which
contains all possible values of f,. at the solutions of (3.27). Since |S,| > 0 we
need to add equations such that the resulting system over the reals is equivalent
to the Boolean system. Therefore, we introduce for each ¢; € S, the following
equation and variable

a3 tan)([Lvi) — ) =0, (3.29)

ICM iel

where d; € R. Finally, a last equation is added

expressing that only one of the expressions between the brackets in (3.29) can
be valid at the same time or that only one of the new variables should be equal
to 1. The obvious solution is integer valued. Unfortunately, this construction
also makes the existence of real-valued solutions more likely. Note that such a
construction is common practice in operation research when modelling decision
problems. In our case d; decides which assignment of the variables corresponds
to which equation.
The final result of converting the Boolean Equation (3.27) is the system

dl(E[gM t(al)(HieI yi) —c1) 0

: —|:]. (3.30)
d|Sr|)(EIQM t(af)(niel Yi) _C\Sr\) 0

S
ZL‘:l‘ d; 1

Analysis

The adapted standard conversion is a trade-off approach. We trade for lower
total and monomial degree and pay with more equations and variables. The cost
depends only on |S,| and if its low we can improve the total and monomial degree
significantly compared to any of the other conversion methods without paying
to much. The total degree using this conversion method is effectively increased
only by one, due to the multiplication of the new variables d;. The monomial
degree itself does not change. However, we need to introduce new equations such
that the conversion result is consistent with the Boolean solutions. That leads
to |Sy| + 1 additional equations and |S,| new variables. If this pays off depends
on the actual Boolean equations.
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3.8.2 Splitting Conversion

The Splitting Conversion aims also for a low total degree of the conversion
result, but achieves it by a different approach. As we show in the four basic
conversion methods the final total and monomial degree increases exponentially
with the number of variables and monomials of the Boolean equation. As the
name indicates we split the Boolean equation such that smaller equations need
to be converted.

Conversion

We consider again an arbitrary Boolean equation in ANF

B ar(/\ =) =0b. (3.31)

ICM el

Without loss of generality we set M C P(M) such that for all J € M, a; = true.
We split M into [ parts. Hence, we split also Equation (3.31) into ! equations

D ar N (Nigrvi) =2

ICM,;
D ar A (/\ie] T;) = 29
ICM,
: ; (3.32)

D arA(Nier i) = 21

ICM; 4

-1
D ar A(Njerzi) =iz 2 ®b
ICM,

and introducing new variables z; € { false, true}, fori =1,...1 — 1. Now every
equation in (3.32) is converted using any of the four basic conversion methods.
Left-hand side and right-hand side of each equation are converted separately.
The rule of thumb given in Section 3.6 can be applied on each equation for
choosing an appropriate conversion method. Obviously, we are not allowed to
mix conversion methods in this step.

Analysis

Each of the derivations made for the basic conversion methods holds also for the
splitting conversion. Due to the splitting parameter [ > 0 we can directly control
the total degree of the result. Hence, the total degree of converted equation i is

ki=| J 1

ICM;
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The monomial degree of converted equation i using standard representation
results in

SIE

and for using Fourier representation it is
11|
> (1)
IC N 3=1 J

The situation for the last equation on (3.32) is a little bit different, because
the right-hand side consist of a linear combination of the introduced variables.
Hence, for the last equation we obtain a total degree of

max {| U Il -1}

ICM,
and a monomial degree of
| M ~ -1
| M| -1
mest () 2 ()
j=1 J j=1 J

using standard representation. Since the right-hand side of the last equation is
a linear function, the monomial degree is only slightly increased using Fourier

representation
1]

Overall, we can reduce the total degree and monomial degree significantly by
the cost of [ — 1 additional equations and variables.

Even, if the splitting method seems to be more complicated, we show in
Chapter 5 that it is especially useful when we deal with sparse Boolean equations.

3.9 Summary

Every cryptographic algorithm can be described as a system of Boolean equa-
tions. In order to be able to use numerical methods to solve such systems we
have to convert the equations to equations over the real domain. By doing that
we have to ensure that at least the set of Boolean solutions is represented in
the reals, i.e. each solution of the Boolean system has at least one correspond-
ing solution for the system over the reals. In several scientific fields similar
problems occur for what different types are defined to represent a Boolean func-
tion/equation as a polynomial over the reals. Four types of representation occur
consistently in the literature, namely standard, dual, Fourier and sign represen-
tation. Basically, the mapping of {false,true} to real values determines the
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conversion of the Boolean operators. In this chapter we analysed in detail each
type of representation and defined criteria to classify them. Therefore, we fo-
cused on the structure of the resulting equations over the reals and defined the
criteria monomial degree and total degree. We showed that one has a high influ-
ence on the structure of the conversion result, which is exceptional compared to
usual use cases for numerical methods. Furthermore, we defined the property of
variable sharing which has a high influence on the conversion result. We showed
how this property affects the different types of representation. We also provided
a rule of thumb helping to find the appropriate type of representation for specific
equations.

However, all four types result in a relatively high total degree which has
a crucial impact on the difficulty of the system over the reals. Therefore, we
introduce two new conversion methods aiming especially for a low total degree
and monomial degree for the resulting polynomials over the reals. Overall, we
showed that by choosing the right representation and conversion method one
can change significantly the structure of the system of equations over the reals
and therefore its difficulty regarding the solvability.



Numerical Analysis

In this chapter we will give an overview on numerical analysis. It is difficult to
give a general overview on numerical analysis since there are a large amount of
different applications, problems, techniques and several sub-fields with numerous
research results. Therefore, we will focus on methods for solving non-linear
systems of polynomials which shrinks the number of usefull numerical methods.
Additionally, we know that for our modelled problems solutions exists and we
generally do not know much about them which further decreases the considerable
techniques. In the following sections we will focus on those aspects of numerical
analysis which are important for our approach. We will give an overview on
numerical analysis, explain the basic concepts and introduce the most important
methods and techniques.

4.1 Overview

Numerical analysis is the area of mathematics and computer science that cre-
ates, analyses, and implements algorithms for solving numerically the problems
of continuous mathematics. Such problems originate generally from real-world
applications of algebra, geometry and calculus, and they involve variables which
vary continuously. These problems occur throughout the natural sciences, social
sciences, engineering, medicine, and many more. In the last half-century the
increasing power and availability of digital computers has raised the usage of
mathematical models in science and engineering. Numerical analysis has been
needed to solve these more detailed mathematical models of the world. The
formal academic area of numerical analysis varies from quite theoretical math-
ematical studies to computer science issues. With the growth in importance of
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using computers to carry out numerical methods in solving mathematical mod-
els of the world, an area known as scientific computing or computational science
has taken shape during the 1980s and 1990s. This area looks at the use of
numerical analysis from a computer science perspective. It is concerned with us-
ing the most powerful tools of numerical analysis, computer graphics, symbolic
mathematical computations, and graphical user interfaces to make it easier for
a user to set up, solve, and interpret complicated mathematical models of the
real world.

Numerical analysis is used for a vast variety of problems and is concerned
with all aspects of the numerical solution of a problem, from the theoretical
development and understanding of numerical methods to their practical im-
plementation. Numerical analysis consists of several sub-areas, but they share
some common concerns, perspectives and mathematical methods. A brief over-
view is given in this section. Since numerical analysis is a huge field we do
not claim completeness of this overview. Detailed information can be found in
[Atk89, Spe93, Sch97, PR02, Deul4].

A well-known sub-field is interpolation theory which is the concept of choos-
ing a function from a given class in such way that the graph passes through
the given data points, hence interpolating the given data points by a continuous
function, usually a polynomial. Interpolation is partially connected with ap-
proximation theory which covers the approximation of functions and methods.
For evaluating a function on a computer, it is generally more efficient in space
and time to have an analytic approximation rather than to store a table and use
interpolation. Usually, polynomials as approximations to a given function are
used.

Computations of eigenvalues and eigenvectors is another important field in
numerical analysis. The problem of calculating eigenvalues and eigenvectors of a
matrix occurs in a number of contexts in particularly in physics and engineering
handling oscillation problems.

A major topic is the solving of differential and integral equations. Most
mathematical models used in the natural sciences and engineering are based
on ordinary differential equations, partial differential equations, and integral
equations. The numerical methods for these equations are primarily of two
types. The first type approximates the unknown function in the equation by a
simpler function, often a polynomial or piecewise polynomial function, choosing
it to satisfy the original equation approximately. Most numerical methods for
solving differential and integral equations involve both approximation theory
and the solution of quite large linear and non-linear systems.

Solving linear systems of equations is another large sub-field of numerical
analysis. Such systems occur in a large number of areas, e.g. physics, biology,
social science and many more. Because of the widespread importance of linear
systems a lot of research has been devoted to their numerical solutions. Effi-
cient and robust algorithms have been developed for the most common types of
problems for linear systems.
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The most difficult problems involve systems of non-linear equations. Methods
to compute solutions for such systems have been studied for centuries and a large
part of numerical analysis is devoted to its research. In cryptography the ability
to compute solutions for non-linear systems efficiently is directly connected to
the security of cryptographic algorithms. For solving non-linear equations nu-
merically iterative methods are necessary which compute a solution as a limit
value of a sequence of approximations. In general one can use two approaches.
One operates directly on the system represented as a n-th dimensional function,
the other reformulates the system as a unconstrained or constrained optimization
problem. In this context direct and indirect methods, convergence, existence of
solutions, local and global solutions are important and discussed in the following
sections.

4.2 Newton Method and its Variants

Complex problems often involve the computation of solutions for non-linear
equations or systems of non-linear equations. For this purpose iterative methods
are necessary which compute a solution as the limit of a sequence of solution ap-
proximations [Sch97]. A general overview can be found for example in [QSS02]
and detailed information can be found in [Spe93, Bj696, Sch97, Deu04]. Finding
a solution for a non-linear system of equations is the generalization of the root
finding problem of a non-linear function extended to n-th dimension.
Let F : R™ — R™ be a system of n equations. Finding a solution for F(x)
means to find
z* such that F(z*) =0, (4.1)

Let C*(D) be the set of all k-time (k > 0 ) continuous differentiable functions
from D to R™. We assume that F' € C'(D). In order to be able to construct
the most basic methods we need the following definitions.

Definition 4.1 (Jacobi Matrix). Jr(z) is the Jacobi matriz associated with F
at point x = (x1,...,2,)T € R" and is defined as

(@) = (5 @)

fori,j=1,...,n.

Definition 4.2 (Lipschitz continuous). Let f be a function f : A — A, A a
closed subset of a R. f is called Lipschitz continuous or is said to satisfy a
Lipschitz condition, if

1f(@) = fFl € w - [lo =yl Y,y € A.

f is called a contraction if w < 1. w is called the Lipschitz constant.

One of the most well-known methods to solve a system of non-linear equations
is the Newton method. The Newton method for the n-th dimensional case is
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a direct extension of the basic Newton method for one dimensional real-valued
functions. Given a system of equations F' € C*(D) the Newton method can be
described as follows:

solve Jp(zF) Az = —F(2*),

set 2Pt = 2F + Az, (42)

Starting with an initial guess z° of the unknown solution z*, this is repeated
(for £k =0,1,2,...) until it converges to z*. Numerical methods were the initial
guess has to be close to the solution are called local methods. For global methods
this is not necessary. The following theorems provide more details on the reason
for this differentiation. The convergence of the Newton method depends heavily
on the initial guess #° which is expressed in the following theorem [QSS02]:

Theorem 4.1. Let F : R® — R™ and F € CY(D) on a conver set D C R"
which includes x*. Assume that Jp(x*) is invertible and that there exist positive
constants R, C and L such that J5'(z*) < C and

1Jp(x) = Jr(y)ll < Lijz -y Va,y € B(z"; R).

Then there exists r > 0 such that for each x° € B(z*;r) the sequence (4.2) is
uniquely determined and converges towards x*, whereby

="t = 2* || < CL|l® — %,

Theorem 4.1 proves quadratic convergence of the Newton method if z° is
sufficient close to the solution z* and the Jacobi matrix is not singular. Fur-
thermore, solving the linear system (4.2) can be computational expensive for
large n and if the Jacobi matrix is ill-conditioned achieving an exact solution
can be very difficult. Therefore, several variants of the Newton method were
constructed to handle ill-conditioned matrices and other problems. For more
information we refer to [Deu04]. More insight in local Newton methods gives us
the refined Newton-Mysovskikh theorem [DP92].

Theorem 4.2. Let F : R" — R" and FinC'(D), where D is open and convex.
Suppose that Jp(x) is invertible for each x € D. Assume that following affine
covariant Lipschitz condition holds:

175 (2) ™ (Jr(y) = Tr(2))(y — @)l < Llly — 2|,
0

forx,y € D. Let F(z) =0 have a solution x*. For the initial guess z° assume
that B(x*,||z" — z*||) C D and that

L2 — 2*|| < 2.

Then the ordinary Newton iterates defined by (4.2) remain in the open ball
B(z*, ||z — x*||) and converge to x* at an estimate rate

1
e+ o) < SEjla* - o2

Moreover, the solution x* is unique in the open ball B(z*,2/L).
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Theorem 4.2 presents an appropriate local convergence condition of the form
|2° — || < 2/L.

Under this condition Newton methods are guaranteed to converge. The compu-
tational complexity of such problems is priori bounded in terms of the computa-
tional complexity of solving linear problems of the same structure. In contrast
under condition

|20 — 2*|| > 2/L

Newton methods will not provide guaranteed convergence. Therefore, the com-
putational complexity cannot be bounded a priori. Such problems are often
called highly non-linear. For large systems it is hard to prove Lipschitz con-
tinuity and even harder to compute the actual Lipschitz constant L, which is
required to determine a reasonable starting value. For very low dimensions,
e.g. 3, it is possible to find a starting value through geometric interpretation,
but for high dimensional problems (like in the case of cryptography) geometric
interpretation is infeasible.

For a general mapping F, a globalization of the Newton methods must be
constructed. Only globally convergent methods are capable of using an arbitrary
starting point (under restrictions). However, all iterative solvers have in common
that the starting point has a high influence on the convergence. In our case we
know that the solution is in a specific sub domain (see Chapter 3) and therefore
we can restrict the start value to this domain. By guessing the values of variables,
which is a common approach in cryptanalysis, we can shrink this domain even
more. Guessing values means that an exhaustive search on a specific number of
variables is done. First the values for a number of variables are guessed. Then
the attack is applied. If the attack succeeds, the guess was correct, otherwise
the attack with a new guess is applied again. Note that even if we are in the
real domain we consider only two possibilities for each variable, depending on
the conversion method. With the increase of dimension both restrictions to the
search area lose in value. The difficulty of the start value determination with
increasing dimension is often called “curse of dimensionality”. If the available
information is not good enough to provide good starting points the best one can
do is to choose random values normally distributed in the search domain.

As the need for global methods is further accentuated in Chapter 5 we use
different globalization concepts to overcome the problem of finding a good ini-
tial guess. Such concepts are steepest descent methods, damping strategies or
trust-region methods. The concept of trust-region is utilized in several different
numerical methods and is nowadays one of the most used concepts. One method
using trust-region is called Interior Reflective Newton Method by Coleman and
Li [CL96] which has additional properties which are useful for our approach.
Also the Levenberg-Marquardt method can be viewed as using a trust-region
approach. The Gauss-Newton method can be extended by a damping strategy.
These methods are explained in Section 4.4. Most of the advanced numeri-
cal methods which provide global convergence are designed for minimization
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problems. These methods usually merge into a local Newton variant for faster
convergence.

4.3 Minimization Problem

The problem of solving a system of equations can either be directly addressed,
as the Newton method does or indirectly by transforming the problem in an
minimization problem. First problem (4.1) is reformulated to an unconstrained
minimization problem by introducing a objective function f:R™ — R.

Definition 4.3 (Unconstrained Minimization Problem). Let f : R™ — R be the
objective function, The unconstrained minimization problem is defined as the
problem of finding
z* = min f(z).
min f(z)

A typical example is to determine the optimal distribution of n resources
Z1,%2,...,Ty. In general there will exist restrictions for the solution space such
that the solution is in a subspace D C R™. Furthermore, such a problem may
have equality and inequality constraints, turning the initial problem in a con-
strained optimization problem which leads us to the following definition.

Definition 4.4 (Constrained Minimization Problem). Let D CR", f: D — R
be the objective function, g : D — R™ be the inequality constraints and h : D —
R? be the equality constraints. The constrained minimization problem is defined
as the problem of finding
.
@’ = minf(z),

where Q:={x € D : g(x) > 0,h(z) = 0}.

Solving a system of non-linear equations and constrained or unconstrained
minimization are strongly connected. Let F; be the components of F', then the
point z*, which is a solution of (4.1), is a minimum of the function

f@) = |F@)3 =) F(). (4.3)
=1

Conversely, under the assumption of differentiability of f, setting the partial
derivatives of f in a point z* to zero leads to a system of non-linear equations.
Therefore, every system of non-linear equations can be connected with a eligible
minimization problem and vice-versa. Basically any algorithm for minimiza-
tion problems can be used for non-linear systems of equations. However, there
exist several special algorithms for solving least-squares problems as given in
Equation (4.3), e.g. the Levenberg-Marquardt and Gauss-Newton method.

In our approach solving a system of non-linear equations via a constrained
minimization problem has some advantages. As shown in Chapter 3 the Boolean
values false and true are mapped to real values. These values span a hyper-
cube over the reals. Hence, the location of the solution can be reduced to this
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hyper-cube, which can be expressed in a constrained minimization problem by
defining upper and lower bounds on the variables. An additional advantage is
that also overdetermined systems can now be handled, which can increase the
accuracy and robustness of numerical methods, if the existence of a solution can
still be guaranteed. Furthermore, any useful foreknowledge can be expressed as
additional linear or non-linear constraints, e.g. if it is known that keys are in a
specific subspace.

In the context of a minimization problem we need to differ between a global
and local minimum.

Definition 4.5 (Minimum of a Function). Let K(z*,¢) = {z : ||z — z*| < €} be
the neighbourhood around x* of function f: D CR™ — R. Then x* is called a

local minimum if f(z*) < f(z) for all x € K(x*,€) holds and a global minimum
if f(z*) < f(x) for all x € D holds.

A solution x* for the system (4.1) is a global minimum of (4.3). A method
providing global convergence does not guarantee to converge to the global mini-
mum of a function, and therefore to the exact solution of the system of equations.
Almost all practical numerical algorithms for minimization problems guarantee
only to compute a local minimum of a function. The efficient and guaranteed
computation of the global minimum is a hard problem and part of global opti-
mization research. However, the ability to compute a solution for a system of
non-linear equations via minimization depends strongly on their structure.

4.4 Numerical Methods Used in This Thesis

From the vast pool of available numerical methods we choose three different
methods for the experimental results which provide global convergence. The
classical methods are Levenberg-Marquardt and Gauss-Newton. The Interior
Reflective Newton method is a more advanced method which is more robust
than the classic methods and handles upper and lower bounds to the variables.
This is especially useful in our case as all variables in our system of equations is
lower and upper bounded (see Chapter 3). As shown in the results for Trivium
(see Chapter 5) all methods get stuck in local minima. Therefore, we need
to consider also algorithms for global minimization. We choose the DIRECT
algorithm which as well handles upper and lower bounded variables. All chosen
methods are well understood with detailed analysis and efficient implementations
available.

4.4.1 Gauss-Newton Method

The Gauss-Newton method for the problem (4.3) is based on a sequence of linear
approximations of F'(x) by

F(x) = F(a®) + Jp(z®) (z — 2"). (4.4)
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If 2% denotes the current approximation, then the next search direction Az is a
solution to the linear least-squares problem

min | F(2)|[3 = | F (") + Jr(«*) Az} (4.5)

for Az € R™. To compute the minimum of (4.5) one has to compute the gradient
and set it to zero which results in the following linear system of equations

Jr (@) T Jp () Az = —Jp (™) T F(2").

This system can be solved in different ways resulting in different variants of the
Gauss-Newton method. The new approximation z**! is given then by

2P = 2F 4 Az,

resulting in the basic Gauss-Newton method. The basic Gauss-Newton method
provides only local convergence. There are different globalization concepts which
can be used to extend this method. One of them introduces a damping factor
A, and changes the computation of the iterates to

2P = 2F 4 N Ax

The damping factor A has to be chosen carefully. A common way is the Armijo-
Goldstein [Bjo96, OR00] step length principle, where \; is set to the largest
number in the sequence of 1, %, i, ... for which the inequality

IF@)I3 = 1F(a* + XeAz) |13 = g Akl| T (2") A3

holds. Another way to determine a appropriate damping factor is to set it to
the solution to the one-dimensional minimization problem

m}%n |F (2" + AAz)|)3.

4.4.2 Levenberg-Marquardt Method

The Levenberg-Marquardt method is another algorithm to solve the least-squares
problem (4.3) and is seen as a trust-region extension for the Gauss-Newton
method, resulting in a more robust algorithm which handles ’bad‘ initial guesses
better. A detailed analysis of the this method can be found in [Mor78, Deu04].

The Levenberg-Marquardt method is again based on a sequence of linear ap-
proximations of F'(x) by Equation(4.4). A correction vector (or search direction)
AzF is determined by the constrained quadratic minimization problem

min | E(2) |3 = | F(a*) + Jp(e*) A

subject to the constraint
1Az]3 < 6
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in terms of some prescribed parameter § > 0 which limits the size of Az and
ensures that (4.5) is reduced in each step. The set of feasible vectors Az where
|[Az|s < ¢ can be thought of as a region of trust for the linear model (4.4)
which is why this method is seen as a trust-region extension of Gauss-Newton.
The trust region constraint may be treated by the introduction of a Lagrange
multiplier p > 0 subject to

2 52
p(lAz|z —6%) =0,
which leads to the equivalent unconstrained quadratic optimization problem

min{||F(") + Jp(a*) Az |3 + pl| Ax]|3}. (4.6)

To compute the minimum of (4.6) the gradient is computed and set equal to
zero which results in the Levenberg-Marquardt method:

(Jr (@) Jp(a®) + pI) Az = —Jp(a") T F(2"),

2 = 2F 4 Ag.

Depending on the strategy to choose the parameter p or equivalently the pa-
rameter § different variants of this method can be defined. However, for any
parameter p > 0 the matrix (Jp(z*)T Jp(2*) + pI) is non-singular, even when
the the Jacobian matrix itself if singular. Nevertheless, the above iteration may
also converge to ’small’ gradients, since for singular J(z*) the right-hand side
also degenerates.

4.4.3 Interior Reflective Newton Method

The interior reflective Newton method was invented by Coleman and Li [CL96].
It is well studied and efficient implementations are available. Furthermore, a
detailed convergence analysis [Tho94] is available which is very useful for a bet-
ter understanding of the algorithm. The interior reflective Newton method is
designed to handle bound constrained minimization problems

min f(z),l <z <,

where z,l,u € R™. A special and important property of this methods is that
all iterates stay between user defined upper and lower bounds. As shown in
Chapter 3 all variables in our equations have such known bounds. This makes
the analysis of the system easier, since we only have to consider the hypercube
formed by the bound and additionally it is ensured that bad properties outside
of this cube do not influence the algorithm’s convergence. The interior reflective
Newton method achieves global convergence using the concept of trust regions.
It increases the robustness of the method if the starting point is far from the
solution and also handles the case when the Jacobi matrix is singular or ill-
conditioned. As for the Levenberg-Marquardt method (4.6) a merit function is
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used to decide if the next iterate 25T is better or worse than the current iterate
x®. Therefore, the increment Azy = xp,1 — 2} is a solution to this standard
quadratic sub-problem with a bound on the step:

nAlimn{Vf(a:k)TAa: + ATV f(z)) Az}, (4.7)

subject to
|ID(z)Ax||2 < dk.

D is a scaling matrix and dj is a positive scalar representing the trust region
size. Solving Problem (4.7) in a reliable and efficient way is a non-trivial task.
Coleman and Li [CL96] proposed a quadratic model and scaling matrix such
that there is no need to handle the upper and lower bound explicitly. They first
introduced the following definition:

Definition 4.6. The vector v(xz) € R™ is defined:

1. if Vf(x); <0 and u; < oo then v; = x; — u;.
2. if Vf(z); >0 and l; > —oc0 then v; = x; — ;.
3. if Vf(x); <0 and u; = oo then v; = —1.
4. if Vf(x); >0 and u;— = oo then v; = 1.

1
The scaling matriz is defined as D(x) = diag(Jv(z)|~2).
They extend the standard quadratic model (4.7) to
rgin{z/)(Ax) =V f(zy) Az + 1A2T (V2 f(21) + C(z)) Az}
T
s.t. || D(zg)Az||2 < dy,

(4.8)

where C(z) = D(x)diag(V f(x))V?|v(x)|D(x). In each iteration a solution Axy,
to the subproblem (4.8) is computed. To ensure a sufficient decrease of the
objective function the following condition is determined:

» f(xe + Azy) — f(zx) + 2AzL C(ay) Ay, -
k =
Y(Azy)
for some constant p > 0. If this conditions holds set z;+1 = x + Axy, otherwise

set x,41 = xk. At the end of each iteration the trust region size dj is updated
according to the following rules:

1. if pr, < p then set diy1 € (0,v1dy].

2. if py € (u,n) then set di41 € [y1dk, dg).

3. if pr, > n and dj, > X then set digy1 € [y1dk, dk] or [di, y2dk].
4. if pr, > n and dj, < A then set dyq1 € [di, y2di].

0<p<nl,y1 <1<y and 0 < X are given parameters of the algorithm.
For more information on this method and for a detailed convergence analysis
we refer to [CL9I6].
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4.4.4 DIRECT algorithm

Apart from global convergence we also need global optimization techniques to
find a solution for the system. Therefore, we used the DIRECT (DIviding RECT-
angles) algorithm by Jones et al. [JPS93]. It is a deterministic sampling method
designed for finding the global minima for bound constrained optimization prob-
lems and does not need a starting point. It requires no knowledge of the objective
function gradient. Instead, the algorithm samples points in the domain, and uses
the information it has obtained to decide where to search next. It is guaranteed
to converge to the global optimal function value, if the objective function is con-
tinuous or at least continuous in the neighbourhood of a global optimum. This
guarantee can be given because if the number of iterations goes towards infinity
the set of sampled points form a dense subset of the unit hypercube. Unfortu-
nately, this global property may come at the expense of a large and exhaustive
search over the domain.

The strengths of DIRECT lie in the balanced effort it gives to local and
global searches, and the few parameters it requires to run. It was designed
to overcome some of the problems in the minimization of Lipschitz continuous
functions. As mentioned in Section 4.2 the Lipschitz constant of a Lipschitz
continuous function can not be determined or reasonable estimated for highly
non-linear problems. Many simulations with industrial applications may not
even be Lipschitz continuous throughout their domains. Even if the Lipschitz
constant can be estimated, a poor choice can lead to poor results.

At the beginning DIRECT transforms the domain of the problem into the
unit hypercube

Q={zeR":0<g <1}

The algorithm operates in this space except for calls of the function which should
be optimized. DIRECT proceeds by partitioning this space into rectangles,
where each rectangle has a sampled point in the centre (see Figure 4.1(a) for n =
2). Each iteration begins witch a selection of one or more of current rectangles
for further search (see Figure 4.1(b)). The second step is to evaluate the function
at new points in the selected rectangles and subdivide them such that each new
point becomes the centre of a new sub-rectangle (see Figure 4.1(c)). In the
selection process rectangle r is selected if there exists an f* satisfying

(fr = F))6 < (fs — [*)/0s, Vs # 1

f*gfmin_ﬁ

where f. and f, is the function value at the centre of rectangle r and s respec-
tively. & > 0 is called the accuracy. After the selection process, new points are
sampled in the chosen rectangles and used to create new sub-rectangles. There-
fore, the function is evaluated at the points ¢ £ ¢ - e¢; for all ¢ € I where [ is
the set of dimensions corresponding to the sides of the rectangle with maximum
side length, § is one third of this length, ¢ the centre of the rectangle and e; is
the é-th unit vector. The algorithm chooses to leave the best (lowest) function
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Figure 4.1: Example iteration of the algorithm.

values in the largest space by computing
w; =min{f(c+d-e;), f(c—0-¢)}

and splitting the rectangle containing ¢ into thirds along the dimension in [
with the smallest w; such that ¢+ de; are the centres of the new sub-rectangles.
This dimension is deleted from I. This process continues until the set I is
empty. The algorithm now begins its loop of identifying potentially optimal
hyper-cubes, dividing these cubes appropriately, and sampling at their centres
until an iteration limit is reached.

4.5 Boolean Conversion and Numerical Meth-
ods

No matter which conversion method we choose, the resulting polynomials over
the reals have desirable properties considering numerical methods:

e Multilinearity
e Small coefficients
e Continuous differentiability

An important fact is that the values for the variables depend on the type of
conversion. If we consider the Fourier representation from Section 3.5.1 then the
conversion of the arbitrary system (3.1) results in

[r, care@n) —t(b1) 0
Fy) = : =1/, (4.9)
Hlngl\/f c(¥r,) — t(bn) 0

where ¢(47,) is defined in (3.20) and y = (y1,--- ,yn). The Boolean domain
{false, true} is mapped to {1, —1}. This leads to the fact that F(y) is restricted
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to the set D := {1, —1}". Hence, the resulting function F' can be considered as
F:DCR"—=R"

D describes a convex hyper cube, which is an important prerequisite for the
convergence of numerical methods. Since ¢(y7,) for i = 1,--- ,n is continuously
differentiable on D, F'(y) is also continuously differentiable on D. Furthermore,
the Jacobian of (4.9) can be analytically determined, which increases the ro-
bustness and accuracy of numerical methods.

4.5.1 Starting Point

For local convergent methods a starting point is needed, which is ”sufficiently
close” to the solution y*. Unfortunately, it is computational infeasible to check
the Lipschitz continuity or to compute the Lipschitz constant for large n, such
that a good starting point can be determined. In practice this property is as-
sumed to be available. Since the Lipschitz constant is not available it can only
be chosen randomly without further knowledge. However, we know that the
solution y* is a corner of the hyper cube D. A good starting point would be a
point near the solution corner, which implicates that we already know the solu-
tion. We can choose a different corner, where only few coordinates (variables)
differ from the solution. Another possibility is to test each of 2™ corners which
is equal to exhaustive search. An additional method for the choice, beside the
random option, is to set the centre of the hyper cube as starting point. Our
experiments showed that this approach is useful for small systems of equations.
Even for global convergent methods these observations are useful to determine
the starting point.

4.5.2 Existence and Uniqueness of Solutions

An important question is how we interpret the solution of the converted system
as a solution for the Boolean system. From the definitions of the four repre-
sentation types we know that the Boolean domain is mapped to appropriate
numbers. According to Lemma 3.1 and the equivalent lemmata for the other
representations, the converted equations have equivalent solutions. This leads
to the following corollary.

Corollary 4.1. Let Fy(z) be a system of Boolean equations, F.(y) the resulting
system using one of the conversion methods in Chapter 8 and x* a solution of
Fy(x) = false. Then y* = t(x*) is a solution of F.(y) = 0, where t is the
Boolean domain mapping from the definitions of the representation types.

Now we have an important fact available: If the Boolean system has a solu-
tion, then there exists a solution for the converted system, which is a corner of
the hyper cube D. However, it is possible that additional real-valued solutions
exist which cannot be directly converted back to the Boolean domain. Hence,
we can guarantee existence, but not uniqueness of solutions.
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4.6 Summary

In this chapter, we gave an overview on numerical analysis. Since numerical
analysis is a broad research field we focused on iterative methods for solving
non-linear systems of equations. We introduced the necessary terminology and
definitions. First of all we distinguished between local and global convergent
methods. For local convergent methods a ’good‘ starting point has to be pro-
vided, i.e. a point already close to the solution. As it is shown in Chapter 5, we
cannot provide such a point. This is not necessary for global convergent methods,
which, under specific prerequisites, converge even when started far away from
the solution. Hence, we considered only global convergent methods and pre-
sented three methods in detail, namely Gauss-Newton, Levenberg-Marquardt
and interior reflective Newton method. They use different concepts to achieve
global convergence.

Modern iterative methods, as the interior reflective Newton method, are de-
signed for minimization problems, since solving a system of equations is strongly
related to it. Hence, we introduce the minimization problem and define local
and global minima. A point is a local minimum of a function if it is only min-
imal within a specific area. A point is a global minimum if the function at
this point is minimal overall points in the domain. Although, iterative methods
for minimization problems provide global convergence, they can also converge
to local minima. Usually, a local minimum is not a solution of the system of
equations. Finding a global minimum for non-linear functions is a hard problem
and a whole research field (global optimization) is dedicated to it. Nevertheless,
we used one method for global minimization, called DIRECT. The strengths of
DIRECT lie in the balanced effort it gives to local and global searches, and the
few parameters it requires to run.

Finally, we worked out properties of the converted equations (see Chap-
ter 3) with respect to numerical analysis. No matter which conversion method
we choose, the resulting polynomials over the reals have desirable properties
considering numerical methods. Foremost, all polynomials are continuous dif-
ferentiable. Second, if a solution for the Boolean system of equations exists
(and in the case of cryptographic primitives it does), we can guarantee that
the converted system has at least the same amount of solutions. However, it
is possible that additional real-valued solutions exist which cannot be directly
converted back to the Boolean domain. Hence, we can guarantee ezistence, but
not uniqueness of solutions.



Application to Trivium

In this chapter we apply our approach on the stream cipher Trivium and two
reduced variants — called Bivium A and Bivium B. Trivium is recommended by
the eStream project [Rob08] in the hardware category. We first set up a system
of equations describing the internal state of the cipher and convert it into a
system over the reals. We apply four different conversion methods, standard,
Fourier, adapted standard and splitting conversion (see Chapter 3). Hence, we
obtain different systems of equations over the reals for Trivium and its variants.
Finally, we apply numerical methods presented in Chapter 4 and discuss the
results.

5.1 Earlier Work on Trivium

Several papers have been proposed about cryptanalytic results on Trivium.
Khazaei and Hassanzadeh [KHO05] showed that Trivium is strong against the
linear sequential circuit approximation attack in spite of the extra simplicity
of its output function and next-state function. Turan and Kara [TKO07] define
the initialization step of Trivium as an 8-round function and try to attack the
initialization with a smaller number of rounds. Maximov and Biryukov [MBO07]
developed two attacks on Trivium with decreased complexity compared to the
work of Raddum [Rad07]. Raddum developed a new technique to solve systems
of equations and applied these to the equation system representing Trivium and
the reduced variants. He successfully broke Bivium A and B, but with high
complexity for the second variant. The full version of Trivium resists his attack.
McDonald et al. attacked Bivium with MiniSat in [MCPO08], by transforming the
equations into a satisfiability problem. They estimate the complexity for the at-

%)
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tack on Bivium B to be about 252 operations. This algebraic attack recovers the
private key after observing only 1770 bits of keystream. Bivium A is completely
broken requiring only 177 bits of the keystream. Eibach et al. [EPV08] attacked
also Bivium B with SAT solvers. Fischer et al. [FKMO08] can successfully recover
the initial key by using statistical distinguishers with complexity about 2°° if
the number of iterations in the initialization step is reduced down to 672. Dinur
and Shamir [DS09] proposed a new method in cryptanalysis, called the cube
attack. Using this technique, they can successfully recover the initial key with
complexity about 24 if the iterations in the initialization step are reduced down
to 767.

5.2 Trivium

Trivium was designed by Christophe De Canniére in 2005 [Rob08, Can06]. Triv-
ium is a synchronous stream cipher and generates up to 24 bits of keystream
from an 80-bit secret key (K) and an 80-bit initial value (IV). It consists of
two phases: First the internal state of the cipher is initialized using the key and
the IV, then the state is repeatedly updated and used to generate keystream-
bits. The internal state consist of a 288-bit register with a nonlinear feedback.
Figure 5.1 shows a schematic view of the construction.

5.2.1 Initialization Phase

The internal state is represented by a 288-bit register s. In the initialization
step an 80-bit key and an 80-bit initial vector are loaded into the register (see
Equation 5.1). Then, the state is rotated over four full cycles (without generating

any keystream), where one cycle is the execution of the algorithm 288 times.

(81,52,-.- ’593) < (K17K2’-~- 7KSO70"" 70)
(S94, 895, -+, s177) = (IV1,IVa, -+ ,IV30,0,---,0) (5.1)

(517875957' o 73288) — (07 t 70>17 ]-7 1)

5.2.2 Keystream Generation

After the initialization phase, Trivium starts to generate keystream-bits. As
illustrated in Figure 5.1, Trivium consists only of XOR and AND operations.
The loop in (5.2) represents the keystream generation algorithm, where in each
iteration one keystream-bit z; is generated.
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Figure 5.1:

Schematics of Trivium.

fan ) . . § . §
A\ >y S1 566 569 S91 | S92 | S93
A
>
Va
v
I
594 5162 s171 s175 | S176 | S177 &
a
'
Va
v
I
5176 5243 5264 5286 | 5287 | S288
Van)
N
FanY
U



58 Chapter 5. Application to Trivium

For i=1 to N do
t1 < se6 D S93
lg < s162 D S177
3 <= S243 D Sass
2i 11 Dt D3
t1 < t1 D S91 A S92 D s171
to <= 12 ® s175 N\ S176 D S264
t3 < t3 © S286 /\ S287 D S69

(5.2)

(51, 82, 7393) <~ (ts, 81,82, ,592)
(894, 895, ++ » 8177) <= (t1, 94, S5, , S176)
(5178, 895, -+, S288) < (t2, 5178, 505, - - , S287)
end for

5.2.3 Bivium A and Bivium B

In addition to Trivium we apply our approach on two reduced variants. In
[Can06] the designers describe the basic construction of the Trivium design which
consists of a 288-bit register separated in three parts. Raddum [Rad07] formal-
ized their description and introduced two reduced variants, called Bivium A and
Bivium B. Bivium A is constructed by removing the third part of the register
and adapting the keystream generator algorithm accordingly. The internal state
has a length of 177 bits. In the initialization phase the third step of (5.1) is
omitted and the keystream generation algorithm is changed to:

For i=1 to N do
t1 < Se6 D So3

to < S162 @ S177

Zi < 1o
1 < t1 © S91 A S92 D s171 (5.3)
tg <t @ s175 N S176 D Se9
(51,82, T 7593) < (t2,81752, te ,392)
(594,895, »5177) < (t1,594, 595, -, 5176)

end for

The specification of Bivium B is equal to Bivium A except the keystream-bit
computation z; < t5 is changed to z; + t1 @ to.
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5.3 Constructing Systems of Equations

For our approach we need a representation of the cipher as a system of equations.
In this section we show how each system is constructed. In order to get a
solvable system we apply a known-plaintext attack to compute the keystream-
bits of the stream cipher. In a known-plaintext scenario, where the plaintext
and corresponding ciphertext is known to the adversary, one can compute the
keystream. Using this information the adversary tries to recover the initial key.
If the initial key is successfully recovered, one can reproduce any sequence of
keystream-bits. This should be difficult for a strong cipher.

5.3.1 System for Trivium

In the same way as in [Rad07] the system can be derived from the keystream gen-
eration algorithm (5.2). We denote the register bits s1, - - - , s2gs as the variables
of the system. In each step we get four equations. One for the keystream-bit (5.4)
and three for the register feedback (5.5).

566 D S93 D S162 D S177 D 5243 D Sog8 = 2 (5.4)

To keep the system sparse and to avoid long equations, new variables are intro-
duced at each iteration.

Se6 D So3 D So1 /\ Sg2 D S171 = S2s9
S162 D S177 D S175 N\ S176 D S264 = S290 (5.5)

5243 D S288 D S286 /\ S287 D Se9 = S291

To get a fully determined system, we need to clock Trivium 288 times, which
is equivalent to producing 288 keystream-bits. The last 3 - 66 equations can
be dropped since the introduced variables are not used in any keystream-bit
equation [Rad07]. Hence, the resulting system over the Boolean domain has 954
equations and variables. Note that, due to the known-plaintext attack we know
the keystream-bits z;.

Finding a solution of the system is equivalent to reconstruct the internal state.
Once the state is known one can clock the cipher backwards to reconstruct the
secret key. Note, that it is possible to find more than one solution by solving the
system, which does not lead to the correct key. However, in the attack we assume
that for a strong cipher the amount of solutions is rather limited. To overcome
this problem, one can generate more keystream-bits to get an overdetermined
system of equations.

5.3.2 System for Bivium B

In the same way we construct the system of equations for Bivium B. Therefore,
we use the keystream generation algorithm (5.3) with

Zi +— 11 Dio.
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We denote the register bits s, -+, s177 as the variables of the system. In each
step we get now three equations. One for the keystream-bit (5.6) and two for
the register feedback (5.7).

566 B So3 D S162 D S177 = % (5.6)

To keep the system sparse and to avoid long equations, new variables are intro-
duced at each iteration.

S66 D S93 D So1 A S92 D S171 = S178 (5.7)
S162 D S177 D S175 N\ S176 D S69 = S179

To get a fully determined system, we need to clock Bivium B 177 times, which
is equivalent to producing 177 keystream-bits. The last 2 - 66 equations can
be dropped since the introduced variables are not used in any keystream-bit
equation. Hence, the resulting system has 399 equations and variables.

5.3.3 System for Bivium A

Bivium A represents the least complex problem. The equations are derived
from (5.3). We denote the register bits s1, - - - , s177 as the variables of the system.
In each step we get now three equations. One for the keystream-bit (5.8) and
two for the register feedback (5.9).

S162 @ S177 = Zi (5.8)

To keep the system sparse and to avoid long equations, new variables are intro-
duced at each iteration.

S66 D S93 D So1 A S92 D S171 = S178 (5.9)
S162 D S177 B S175 /\ S176 P S69 = S179

To get a fully determined system, we need to clock Bivium A 177 times, which
is equivalent to producing 177 keystream-bits. The last 2 - 66 equations can
be dropped since the introduced variables are not used in any keystream-bit
equation. Additionally, 72 more equations and variables can be dropped since
only t5 is used for the keystream-bit computation. In total we get 327 equations
in 327 variables.
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5.4 Conversion to the Real Domain

The second step in our approach consists of the conversion of each equation
of the targeted system to an equation over the real domain. In Chapter 3 we
presented several methods for the conversion. According to our rule of thumb in
Section 3.6, Fourier or sign conversion should be preferred, since the equations
for Trivium and its reduced variants consist of more XOR than AND operations.
Nevertheless, we also use the standard conversion to have a comparison of both
methods. Due to the similarities of sign and Fourier conversion we omit the
use of sign conversion as mentioned in Section 3.6. Since the total degree of
the converted equations is high we apply the advanced conversion techniques:
adapted standard and splitting conversion. Hence, we focus on four different
methods. In the following we give a detailed overview of the conversion results
of the systems constructed in Section 5.3. We denote r; as the variables over the
reals corresponding to the Boolean variables s;.

5.4.1 Conversion of Trivium Equations

The conversion of a Boolean equation to an equation over the reals depends only
on its structure. The system constructed in Section 5.3.1 consists of two types of
equations. The linear equations for the keystream-bit computation (5.4) define
Type I and are of the form:

866 D 593 D S162 D S177 D 5243 D S288 = %;- (5.10)

The remaining non-linear equations define type I1 and are of the form:

Se6 @ S93 D S91 N Sg2 D S171 D S289 = false. (511)

Without loss of generality we convert these representative equations using the
four conversion methods.

Standard Conversion

In order to emphasize the different results for different conversion methods, we
present the whole converted equations despite the bad readability. Applying the
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conversion method described in Section 3.2 on Equation (5.10) results in

r162 + T177 — 271627177 + 7243 — 271627243 — 271777243 + 4716271777243
+ 7288 — 271627288 — 271777288 + 4716271777288 — 272437288 + 4716272437288
+ 4r17772437288 — 8T'162717772437288 + T66 — 27162766 — 27177766

+ 4ri627177766 — 27243766 1+ 471627243766 + 471777243766

— 8r16271777243766 — 27288766 + 471627288766 1+ 471777288766

— 8r16271777288766 T+ 472437288766 — S8T'16272437288766

— 8r17772437288766 + 1067162717772437 288766 + T93 — 27162793

— 27177793 + 4r1627177793 — 27243793 + 471627243793 + 471777243793

— 8716271777243793 — 21288793 + 471627288793 + 471777288793

— 8r16271777288793 + 412437288793 — 8T'16272437288793

— 8r17772437288793 + 167162717772437288793 — 2766793

+ 47162766793 + 47177766793 — 8T162T177766793 + 47243766793

— 8r1627243766793 — 8r'1777243766793 + 167162717772437667°93

+ 47288766793 — 8T1627288766793 — 8T1777288766793

+ 16716271777288766793 — 8T'2437288766793 + 16716272437288766793

+ 167r17772437288T66T93 — 32T 1627177724372887 66793 = t(2;).

Applying the conversion method described in Section 3.2 on Equation (5.11)
results in

T171 + T289 — 271717289 + Te6 — 27171766 — 27289766 + 4717172809766
+ 791792 — 27171791792 — 27289791792 + 4T1717289791792

— 2766791792 + 4171766791792 + 4289766791792

— 8r1717289766791792 + 793 — 27171793 — 27289793

+ 4r1717289793 — 2766793 + 47171766793 + 47289766793

— 8r17172897'66793 — 2191792793 + 4717179192793

+ 4rag9791792793 — 8T'1717289791792793 + 4766791792793

— 8r1717T66791792793 — 8T'289766791792793 + 16717172897T66791792793 = 0.

Comparing the result of type I and type 11 equations, we see that the monomial
degree increases exponentially with the number of XOR operations, as shown in
Chapter 3. The monomial degree for type I equations is 63 and 31 for type IT
equations. The total degree is for both cases 6. Both factors can be considered
as relatively high.

Fourier Conversion

Using the Fourier conversion results in a less complex structure as shown in the
following. Applying the conversion method described in Section 3.5 on Equa-
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tion (5.10) results in
T66T93T 1627 17772437288 = £(2;).

Applying the conversion method described in Section 3.5 on Equation (5.11)
results in

1 1
5T1717289766793 + 571717289766791793
1 1
+571717289766792793 — 5T1717289766791792793 = 1.
Compared to the standard representation the resulting equations are significantly

less complex. Hence, the monomial degree for type I equations is 1 and 4 for
type Il equations. However, the total degree is 6 and still considerable high.

Adapted Standard Conversion

In order to use the method described in Section 3.8.1 for type I equations, we
need to determine the truth table of the Boolean function

f(5) = se6 ® 93 @ s162 B S177 B S243 D Sass

and compute the solution set S := {§: f(5) = % }. Next we evaluate the real
function
fr(F) = 766 + To3 + T162 + 7177 + T243 + 7288

for 7€ Sy := {f(7) : ¥ =1(5) for §€ S}. Let z; = false and therefore ¢(z;) = 0.
Since Equation (5.10) is linear over B, S, consist of all possible even numbers of
the sum of six variables and therefore S, = {0,2,4,6}. Hence, Equation (5.10)
is converted to

di(re6 + 793 + T162 + T177 + T243 + Togg) =
da(r66 + 193 + 1162 + 177 + T243 + rogg — 2) =
d3(r66 + ro3 + T162 + 177 + 7243 + rogs —4) =
dy(r66 + 193 + 1162 + 7177 + T243 + 1288 — 6) =
dy+dy+d3+dy=1

(5.12)

where d; € R for i = 1,...4. The case z; = true works analogous except that
S, ={1,3,5} and therefore one equation and one variable less is generated. Let
z denote the number of z; = true.

The conversion of type Il equations are done in the same way. We determine
the truth table of the Boolean function

F(5) = se6 @ s93 D S91 A S92 D S171 D Sas9

and compute the solution set S := {§: f(5) = false}. Then we evaluate the
real function
[r(7) =166 + 793 + To1 - o2 + 171 + T289.
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In that case S, = {0,2,4} and the conversion of Equation (5.11) results in

ds(res + 193 + ro1 - To2 + T171 + T289) =

de(166 + 193 + T91 - Tog + T171 + Tagg — 2) =

(5.13)
d7(re66 + 793 + T91 - Tog + T171 + Tage — 4) =
ds +dg+dr=1
where d; € R fori =5,...,7. Using the adapted standard conversion we decrease

both the monomial and total degree by the cost of additional equations and
variables. The Boolean system has 954 equations and variables. The converted
system over the reals has 288 -5 — z equations derived from type I and 222-4-3
equations derived from type II. We introduce 288 - 4 — z and 222 - 3 - 3 new
variables. Hence, the system consists of 4104 — z equations in 4104 — x variables.
The total degree of converted type I equations is two and converted type IT
equations have total degree of three. The monomial degree is at most 7.

Splitting Conversion

We first convert type I equations using the method from Section 3.8.2. There-
fore, we determine M for Equation (5.10) which is M = {66, 93,162, 177, 243, 288}.
Our goal is to achieve a total degree of two for each converted equation. Hence,

we partition M in M; = {66,93}, My = {162,177} and Mz = {243,288}. Next
we split Equation (5.10) accordingly:

S66 D S93 = U1

S162 D S177 = U2 (5.14)
S243 D S28g = U3 .

uy Guz =us Dz

for uy,us,uz € B. The right-hand side and left-handside of each equation
in (5.14) is now separately converted using standard or Fourier conversion. Note
both conversion methods result in equations with total degree of two. However,
the structure is less complex using Fourier conversion. Hence, Equation (5.10)
is converted to

Te6T93 — v1 = 0
T162T177 — V2 = 0 (5.15)
72437288 —v3 =0

V1V — U3t(2i) =0

where vy, v2,v3 € R correspond to g, us, us. Note that #(z;) is a constant and
does not contribute to the total degree.

The conversion of Equation (5.11) is done in the same way. We determine
= {66,93,91,92,171, 289} and partition it to M; = {66,93}, My = {91,92}



5.4. Conversion to the Real Domain 65

and Mz = {171, 289}. Hence, we split Equation (5.11) to

S66 D S93 = U1
S91 N\ S92 = U3 (516)

s171 D 289 = U1 D U3.
The conversion result of Equation (5.11) is

reeT93 — v1 = 0
%(1 + 191 + r92 — T91792) —v3 =0 (5.17)

r171T289 — V103 = 0.

As we see the monomial and total degree are reduced significantly compared
to the previous conversions. The total degree is at most 2. The monomial
degree for most equations 2 expect for the second equation in (5.16) where it
is 5. However, we again increase the size of the system over the reals in terms
of number of equations and variables. The resulting system has 2484 equations
and 2484 variables.

5.4.2 Conversion of Bivium B Equations

The equations representing Bivium B are converted in the same way as done for
Trivium, but the resulting system over the reals has less equations and variables.
We again differ between two types of equations. The equations for the keystream-
bit computation (5.6) define Type I equations and are of the form:

566 D 593 D 162 D S177 = 23 (5.18)
The remaining equations define type II equations and are of the form:
566 D 593 D 891 /\ S92 © s171 D 5178 = false. (5.19)

Without loss of generality we convert these representative equations using the
four conversion methods.

Standard Conversion

Applying the conversion method described in Section 3.2 on Equation (5.18)
results in the following equation over the reals:

r162 + T177 — 271627177 + Te6 — 27162766 — 27177766 + 471627177766
+ 193 — 21162793 — 27177793 + 471627177793 — 2766793 (5.20)

+ dri6are6Tos + 4177766793 — 8T1627177T 66193 = t(2;)
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Applying the conversion method described in Section 3.2 on Equation (5.19)
results in the following equation over the reals:

T171 + 7178 — 2r1717T178 + Te6 — 27171766 — 27178766 + 471717178766

+ 791792 — 2r1717T91792 — 27178791792 + 4r1717178791792

— 2rg6T91792 + 4117166791792 + 47178766T91792

— 8r171T1787T66791792 + T'93 — 27171793 — 27178793

+ 41717178793 — 2766793 + 47171766793 (5.21)
+ 4r178766793 — 8T1717178766793 — 2791792793

+ 4r171791792793 + 4T178T91792793 — 8T1717178T91792793

+ 4166791792793 — 8T171T66T91792793

— 8r1787T66T91792T93 + 1671717178T66791T92793 = 0.

The number of equations and variables does not change. The monomial degree
is 15 for converted type I equations and 31 for converted type Il equations.
Due to the simplified keystream generation the total degree is decreased to 4 for
converted type I equations and is still 6 for type I1.

Fourier Conversion

Applying the conversion method described in Section 3.5 on Equation (5.18)
results in

T1627177766793 = t(2i), (5.22)

and applying the same method on quation (5.19), results in the following equa-
tion over the reals:

1 1
5T171T178766793 + 5T1717178766791793
(5.23)

1 1
+ 37171T178T66792793 — 3T1717178766791 792793 = 1.

Due to the amount of XOR operations, the results are more promising. The
monomial degrees are 1 and 4, respectively. The total degrees are not changed.

Adapted Standard Conversion

In order to use the method described in Section 3.8.1 for type I equations, we
need to determine the truth table of the Boolean function

f(5) = se6 @ 93 @ s162 B s177

and compute the solution set S := {5: f(3) = z;}. Next we evaluate the real
function

[r(7) = re6 + 793 + T162 + T177

for 7€ S, = {f(F) : ¥ =1(5) for §€ S}. Let z; = false and therefore t(z;) = 0.
Due to the XOR operation, S, consists of all possible even numbers of the sum of
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four variables and therefore S, = {0,2,4}. Hence, Equation (5.18) is converted
to

di(re6 + 193 + 1162 + r177) = 0
da(res + 193 + 1162 + 177 —2) =0
d3(re6 + 193 + r162 + 177 — 4) =

di+dy+ds=1

(5.24)

where d; € R for s = 1,...3. The case z; = true works analogous except that
S = {1,3} and therefore one equation and one variable less is generated. Let x
denote the number of z; = true.

The conversion of type Il equations are done in the same way. We determine
the truth table of the Boolean function

f(5) = s66 ® 593 B S91 A S92 P 5171 D S178

and compute the solution set S := {§: f(3) = false}. Then we evaluate the
real function

fr(F) =166 + 793 + To1 - o2 + T171 + r17s.

In that case S, = {0,2,4} and the conversion of Equation (5.19) results in

da(re6 + 193 + 791 - To2 + 7171 + 1178) = 0
ds(r66 + 193 + 191 - 192 + 7171 + 1178 —2) =0
de(res + 193 + 791 - 92 + 1171 + 7178 —4) =0

dy+ds+deg=1

(5.25)

where d; € R for i = 4,...6. The converted system over the reals has 177-4 —x
equations derived from type I and 111-4 -2 equations derived from type 1I. We
introduce 177 -3 — z and 111 - 3 - 2 new variables. Hence, the system consists
of 1596 — = equations in 1596 — x variables. The total degree of converted type
I equations is 2 and converted type II equations have total degree of 3. The
monomial degree is at most 6.

Splitting Conversion

We first determine M for Equation (5.18) which is M = {66,93,162,177, }. We
aim for a total degree of two for each converted equation. Hence, we partition
M in M; = {66,93} and M, = {162,177}. Since we have only two partitions
we do not need new variables. Instead we split Equation (5.18) in the following
obvious way:

566 D S93 = S162 D S177 D ;. (5.26)

Note that if we split in the same way as done for Trivium, the resulting system
would be larger. The right-hand side and left-hand side of Equation (5.26) are
now separately converted using any basic conversion method. For the same
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reasons as for Trivium we choose Fourier conversion. Hence, Equation (5.18) is
converted to
Te6T93 — T1627177t(2:) = 0 (5.27)

Note that ¢(z;) is a constant and does not contribute to the total degree.

The conversion of Equation (5.19) is done in the same way and the result is
not different from Trivium. We determine M = {66,93,91,92,171,178} and
partition it to M; = {66,93}, My = {91,92} and Mz = {171,178}. Hence, we
split Equation (5.19) to

S66 D S93 = U1
891 N\ S92 = U2 (5.28)

S171 D s178 = U1 O u2.
The conversion result of Equation (5.19) is
re6r93 — v1 =0

3(1+ 791 + 792 — T91792) — v2 =0 (5.29)
r1717178 — v1v2 = 0,

for v1,v2 € R. The total degree of the resulting equations is 2. The monomial
degree is except for one equation 2. The resulting system has 843 equations in
843 variables. Compared to Trivium, we deal with a much smaller system of
equations.

5.4.3 Conversion of Bivium A Equations

We again differ between two types of equations. The equations for the keystream-
bit computation (5.8) define Type I and are of the form:

s162 D s177 = 2. (5.30)
Type II equations are the same as for Bivium B:
S66 D 593 D S91 A S92 D s171 D S178 = false. (5.31)
Due to the simplified keystream-bit computation we get a third type of equations:
5175 A\ 8176 D Se9 D S179 = 2 (5.32)
Without loss of generality we convert these representative equations using the
four conversion methods.
Standard Conversion

Applying the conversion method described in Section 3.2 on Equation (5.30)
results in the following equation over the reals:

T162 + 177 — 211627177 = 0. (5.33)
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Applying the conversion method described in Section 3.2 on Equation (5.31)
results in the following equation over the reals:

T171 + T178 — 211717178 + Te6 — 27171766 — 27178766 + 471717178766

+ 791792 — 27171791792 — 27178791792 + 4r1717178T91792

— 2766791792 + 4717166791792 + 4178766791792

— 871717T178766791792 + T'93 — 27171793 — 27178793

+ 471717178793 — 2166793 + 47171766793 (5.34)
+ 41178766793 — 8T1717178766793 — 2791792793

+4r171791792793 + 4117879179293 — 8T1717178791792793

+ 4766791792793 — 8T171766T91792793

— 8r178T66791792793 + 16717171787 66791 792793 = 0.
The conversion of type 111 equations results in

71757176 + T'179 — 2T17571767179 + T69

(5.35)

— 271757176769 — 2179760 + 4T175T176T 179760 = (7).
The monomial degree of Equation (5.33) is only 3 and the total degree 2. For
Equation (5.34) we obtain the same results as for Bivium B. For Equation (5.35)
the monomial degree is 7 and the total degree 4.

Fourier Conversion

Applying the conversion method described in Section 3.5 on Equation (5.30)
results in

rie2r177 = t(2:), (5.36)

and applying the same method on Equation (5.31), results in the following equa-
tion over the reals:
1 1
3T1717178T667°93 T 5717171787667917°93 (5.37)
1 1 :
+ 3T171T178T66792793 — 5T1717178766791792793 = 1.

Fourier conversion of Equation (5.32) results in the following equation over the
reals:

1 1 1 1
57179769 T 3T1757179769 + 3T1767179769 — 3T17571767179769 = L. (5.38)

The result for type I1 equation does not change compared to Bivium B. However,
converted type I equations consists only of one monomial with a degree of two
and the converted type I equations have a monomial degree and total degree
of 4.
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Adapted Standard Conversion

Contrary to Trivium and Bivium B we can preserve the linearity of type I
equations. Hence, Equation (5.30) is converted to

r1e2 — 177 =0 if z; = false
s162 D s177 = 2§ — i
T2+ 1177 —1 =0 if z; = true.

We refer to Section 5.4.2 for the conversion of type I equations. The conversion
of type I1I equation is done in a similar way as for type II equations. We
determine the truth table of the Boolean function

f(5) = s175 A\ 176 © S69 D 5179

and compute the solution set S := {§: f(8) = 2;}. Then we evaluate the real
function

fr(F) = 1175 - T176 + T69 + T179-

For z; = false, S, = {0,2} and the conversion of Equation (5.32) results in

dy(r175 - T176 + 69 + T179) = 0
da(r175 - T176 + T69 + T179 —2) = 0 (5.39)
di+dy=1

where dy,ds € R. The case z; = false is done analogous.

Finally, the converted system over the reals has 177 equations derived from
type I, 432 equations derived from type II and 126 equations derived from
type I1I. We introduce 408 new variables. Hence, the system consists of 735
equations in 735 variables. The total degree of converted type I equations is one,
converted type Il and I1] equations have total degree of three. The monomial
degree is at most 6.

Splitting Conversion

Due to the simplicity of type I equations for Bivium A, we keep the linearity
after the conversion. We choose again the Fourier representation and want to
preserve the linearity. Hence, we convert type I equations in the following way

riga —ri77 =0 if z; = false
S162 D S177 = 25 — )
T162 + 1177 = 0 if 2; = true.

The conversion of type II equations and the result are exactly the same as for
Bivium B (see Section 5.4.2). The conversion of type III equations is slightly
less complex. We split Equation (5.32) in the following way:

5175 /\ 8176 = S69 D S179 D 23 (5.40)
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The right-hand side and left-hand side of Equation (5.40) are separately con-
verted. Hence, Equation (5.32) is converted to

5(1+ r175 4 r176 — T1757176) — TeoT179t(2i) = 0. (5.41)

The total degree of all equations is at most 2. Converted type I equations have
a monomial degree of 2. Converted type I equations have a monomial degree
of 2 and 5, respectively. The result for type I1] equations is 5. The resulting
system has 543 equations in 543 variables. Hence, this conversion leads to a far
less complex system over the reals where the equations have at most degree 2
and 32% of the equations are even linear.

5.4.4 Comparison of the Results

In Table 5.1 we summarize the conversion results. Since the monomial degree
and total degree is different for each type of equations, we present the maximum
values in the table. We constructed 12 different systems of equations which differ
in size and complexity. The systems for Trivium are the largest ones. Bivium
A and Bivium B differ in the keystream-bit computation, which is slightly sim-
plified for Bivium A. Therefore, the number of equations and variables using
adapted standard conversion and splitting conversion is significantly reduced.
The system for Bivium A using splitting conversion seems to be the easiest
one in terms of size, monomial degree and total degree. Due to the simplified
keystream-bit computation the trade-off between number of equations/variables
and total degree, made in the splitting conversion, turns out to be better for
Bivium A. Although, the systems resulting from standard and Fourier conver-
sion are smaller in size, the total degree is considerable high and present therefore
a more difficult problem for numerical methods as shown in Section 5.5.

Table 5.1: Comparison of conversion results. mdeg and tdeg are the maximum values
of the monomial and total degree for the converted equations. # stands
for the number of variables and equations.

Trivium Bivium B Bivium A

mdeg | tdeg # mdeg | tdeg # mdeg | tdeg | F#

Standard 63 6 954 31 6 399 31 6 327

Fourier 4 6 954 4 6 399 4 6 327
ASC 7 3 4104 6 3 1596 6 3 735
Splitting 5 2 2484 5 2 843 5 2 543

5.5 Numerical Results

In Chapter 4 we give an overview on numerical analysis and describe four dif-
ferent iterative methods in detail. In Section 5.4 we constructed four systems
of equations for each variant of Trivium. Therefore, we define an experimental
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setting where each of the iterative methods is applied on each system of equa-
tions using three different types of initial points. Furthermore, we precompute
a solution using a random key, to evaluate the quality of the solutions over the
reals. As described in Section 4.3 the numerical methods converge either to a
local or global minimum or do not converge at all. Therefore, we evaluate the
obtained results by computing the objective function value (see Section 4.3) at
the found local or global minimum. If this value is equal to zero we have found
a solution for the system of equations. Unfortunately, not all of the systems
can be solved using the chosen methods, instead only local solutions are com-
puted. For the solvable systems real-valued solutions are found which cannot be
directly converted back to the Boolean domain. To determine the quality of the
found local or global solutions we compute the Hamming distance between the
precomputed solution and the found local or global solutions. In this case the
Hamming distance is the amount of elements which are different between two
vectors. For real-valued solutions we apply two different rounding strategies.
Finally, we run each experiment 100 times and present the average values in this
thesis.

5.5.1 Initial Points and Rounding Strategies

As mentioned in Chapter 4, the initial point for iterative methods has a high
influence on their behaviour. Therefore, we used different strategies for the
initial guess.

e Random in {0,1}", {-1,1}"
e Random in [0,1]", [-1,1]"
e Part of the precomputed solution used in the starting point

We have two types of randomness. First points in {0,1}" (or {—1,1}" for Fourier
representation) are chosen. Secondly, we set the starting point to a random point
in [0,1]™ (or [-1,1]™). Additionally, we use part of the precomputed solution in
the initial guess, to see how “close” the guess has to be for convergence to the
solution. If the number of values used from the precomputed solution is low, one
can use a guess and determine attack to determine the correct values without
knowing the solution.

Guessing Bits

Guess and determine attacks are commonly used in cryptanalysis. By guessing
a few bits, which for our experiments means that we replace some variables
with their correct values, we simplify the system before the conversion. By this
reduction of the dimension, we also simplify the problem in the real domain. To
get a good reduction with as few as possible guessed values, we have to choose
the bits wisely. To achieve this goal we compute for each variable its distribution
in the system, i.e. in how many equations a specific variable occurs. We see for
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example that variables from sg4 up to s1g2 occur in 7 equations. If we guess such
a variable we can simplify 7 equations in one step.

The second usage of guessing bits is to determine a good starting point as
mentioned above. In that case the system is not simplified but better starting
information for a numerical method is provided. Since during the system creation
new variables are introduced, more variables can be guessed than the number of
internal state bits.

Rounding Strategies

In order to determine how close a found minimum is to the wanted solution,
we use the Hamming distance between the precomputed solution and the found
local or global minimum. If the local or global minima contain real-valued values
we round them using two different rounding strategies. The first strategy is
commonly known as round to nearest integer. The second strategy is called
round to nearest bound. Let x € R and [, u € R then round to nearest bound is
defined as
round(@) = {l if o~ 1] <o~
u  otherwise.

With the second strategy a found local or global minimum can directly be
mapped back to the Boolean domain. The lower bound ! and upper bound
u are given by the type of representation.

5.5.2 Results for Trivium

The system of equations for Trivium represent the largest problems. This is
especially noticed in the running time of the iterative methods where one it-
eration can take up to several minutes on a standard PC. In Table 5.2 we
present the results for the various systems of Trivium. We do not obtain any
results using the DIRECT method, since it is not feasible to apply it on such
large systems. Moreover, as mentioned in Chapter 4 iterative methods can run
into difficulties if the Jacobian matrix is singular or ill-conditioned. Levenberg-
Marquardt and the interior reflective Newton method can handle such cases.
However, the Gauss-Newton method does not converge in such a case. In our
experiments we encounter ill-conditioned Jacobian matrices regularly using the
Gauss-Newton method. Therefore, the Gauss-Newton method does not converge
in many runs. If it converges then the reached objective function value is only
slightly improved. This emphasises the necessity of more robust methods like
the Levenberg-Marquardt and interior reflective Newton method. Both meth-
ods find in most cases only a local minimum. The system using the adapted
standard conversion can be solved by the Levenberg-Marquardt method and the
system derived from the splitting conversion can be solved by both methods.
Unfortunately, all found solutions are real-valued and cannot be mapped back
to the Boolean domain.
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Table 5.2: Results for Trivium using Gauss-Newton (GN), Levenberg-Marquardt
(LM) and interior reflective Newton method (IRN) for each conversion
type. The DIRECT method cannot handle such a large system. The
columns contain the average objective function value f(z*) at the con-
verged point z*.

| Conversion | GN | LM | IRN | DIRECT |

Fourier 893.05 | 164.74 | 242.15 -
Standard 222.72 44.28 65.71 —
ASC 519.25 0 8.36 —
Splitting 1131.34 0 0 -

In Table 5.3 we show the Hamming distance between the local/global min-
ima and the precomputed solution using the first rounding strategy. Using the
Fourier conversion and Gauss-Newton method results in local minima where
many variables are over the bounds which results in a high Hamming distance.
Similar are the results for the Levenberg-Marquardt method where in average
one third of the variables is in (—0.5,0.5). Better results are obtained by the
interior reflective Newton method. In this case the Hamming distance is approx-
imately one half of the total amount of variables in the system. However, this is
also the expected Hamming distance of a random point in the Boolean domain
converted to the reals. Hence, we cannot extract any useful information of these
local minima. Similar observations are made for the standard conversion.

Different results are obtained for the system based on the adapted standard
conversion. There the Hamming distance for all numerical methods is less than
one half of the total amount of variables. In the case of interior reflective Newton
method it is even less than one third. It is interesting to note that the results
for all decision variables (see Section 3.8.1) are integer-valued (0 or 1) (except
for Gauss-Newton method). In the precomputed solution the ratio between ones
and zeros for the decision variables is 1:3 which is almost matched by the found
minima, explaining the lower Hamming distance. However, the other variables
are not between the bounds defined by the type of representation, with the
obvious exception of the interior reflective Newton method. The results of this
method are in between the bound but all variables are real-valued.

The high Hamming distance for the splitting conversion is explained by the
fact that many variables of the found solutions are close to 0 using interior
reflective Newton method or not in between bounds in the case of Levenberg-
Marquardt method. In that case the first rounding strategy may be not the best
choice.

In Table 5.4 we present the Hamming distance using the second rounding
strategy. This rounding strategy basically moves the found minimum to the
nearest corner of the hyper-cube defined by the type of representation. We see
that almost all distances are close to one half of the total amount of variables
except for the adapted standard conversion due to the decision variables.



5.5. Numerical Results 75

Table 5.3: Average Hamming distance between the precomputed solution and the
found minima using the first rounding strategy.

| Conversion | GN | LM | IRN |

Fourier 715 848 487
Standard 483 636 469
ASC 1634 | 1627 | 1207
Splitting 1862 | 2113 | 2342

Table 5.4: Average Hamming distance between the precomputed solution and the
found minima using the second rounding strategy.

’ Conversion \ GN \ LM \ IRN ‘

Fourier 487 482 470
Standard 488 461 453
ASC 1347 | 1355 | 1840
Splitting 1222 | 1073 | 1034

In the final experiment we determine how close the initial point has to be
such that the numerical method converges to the wanted solution. Therefore, we
set % of the variables to the precomputed solution. In Table 5.5 the results are
presented. Due to the structural problems in the system of equations, leading to
ill-conditioned Jacobian matrices, the results of the Gauss-Newton method are
not useful. For the simplified systems, where we replaced the guessed variables
with their correct values before the conversion, we get similar results.

Table 5.5: Amount of correct variables in the initial point such that the numerical
method converges to the wanted solution.

\ Conversion \ GN \ LM \ IRN ‘

Fourier - 80% | 55%
Standard - 80% | 55%
ASC - 45% | 70%
Splitting - | 90% | 85%

Overall, a solution for the Boolean system could not be found. We see that
we get closer to 0 for the systems with low degrees, even if they have more
equations and variables. It seems that using the advanced conversion techniques
results in systems which have more solutions beside the wanted one and these
solutions are real-valued. So far we could not find any relations between a real-
valued solution and the Boolean solution. Using one of the rounding strategies
reveals that the found local and global minima are not better than a random
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point in the Boolean domain. Finally, both random initial guess strategies lead
to the same results.

5.5.3 Results for Bivium B

In Table 5.6 we present the results for the various systems of Bivium B. Due to
the reduced size of the systems the reached minimum function values are lower
compared to Trivium. The found local minima of the systems derived by Fourier
and standard conversion are real-valued and not in between the given bounds,
except for the minima computed by the interior reflective Newton method. Its
local minima are also mostly integer-valued which shows that this method tends
towards a corner of the hyper-cube.

Again two systems can be solved but only the solutions computed by the
interior reflective Newton method are in between the given bounds. The solu-
tions for the system derived by the adapted standard conversion are real-valued,
except the decision variables which are all integer-valued. It seems that the ad-
ditional equations and variables in this conversion method can be handled well.
The solutions for the system using splitting conversion are real-valued. The
solutions of the Levenberg-Marquardt method contain a lot of zeros resulting
in a high Hamming distance using the first rounding strategy (see Table 5.7).
Contrary, the interior reflective Newton method computes solutions containing
a lot of values equal to 0 and 0.5.

Regarding the DIRECT method and Gauss-Newton method we encounter
the same issues as for Trivium.

Table 5.6: Results for Bivium B using Gauss-Newton (GN), Levenberg-Marquardt
(LM) and interior reflective Newton method (IRN) for each conversion
type. The DIRECT method cannot handle such a large system. The
columns contain the average objective function value f(z*) at the con-
verged point z*.

‘Conversion‘ GN ] LM ] IRN ‘DIRECT‘

Fourier 393.42 | 64.71 | 103.94 -
Standard 97.78 | 16.24 | 24.90 -
ASC 125.90 0 6.03 —
Splitting 266.82 0 0 -

In Table 5.7 we see that the first rounding strategy results in a high Hamming
distance, due to the mentioned values of the local and global minima.

The results for the second rounding strategy are shown in Table 5.8. They
reveal that the local and global minima are as good as a random guess in the
Boolean domain converted to the reals since the Hamming distance is approx-
imately half the total amount of variables. The exception is again the system
derived from the adapted standard conversion, due to the different ratio between
the appearance of ones and zeros for the solution of the decision variables.
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Table 5.7: Average Hamming distance between the precomputed solution and the
found minima using the first rounding strategy.

| Conversion | GN | LM | IRN |

Fourier 308 | 358 209
Standard 202 | 275 197
ASC 766 | 703 | 1580
Splitting 673 | 737 733

Table 5.8: Average Hamming distance between the precomputed solution and the
found minima using the second rounding strategy.

] Conversion ‘ GN ‘ LM ‘ IRN ‘
Fourier 201 204 195
Standard 2022 | 201 200
ASC 557 | 525 500
Splitting 404 | 373 371

Table 5.9: Amount of correct variables in the initial point such that the numerical
method converges to the wanted solution.

] Conversion ‘ GN ‘ LM ‘ IRN ‘

Fourier - 5% | 60%
Standard - 70% | 60%
ASC — 40% | 55%
Splitting —90% | 90%

In Table 5.9 we show how much of the precomputed solution is needed such
that the wanted solution is found by the numerical methods. All results are
considerably high.

In the end the Boolean system could not be solved by any of the numerical
methods. The obtained results are very similar to Trivium. Furthermore, the
real-valued solutions for the solved systems cannot be mapped to the Boolean
domain nor any significant relation between these solutions and the Boolean
solution can be found. Once again both random initial guess strategies lead to
the same result.

5.5.4 Results for Bivium A

Bivium A represents the easiest of all three problems and is already broken
[Rad07] with practical complexity. Hence, its results are of special interest.
In Table 5.10 we present the results for the various systems of Bivium A. The
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systems for Bivium A have the same structural problem which cannot be handled
well by the Gauss-Newton method. We again analyse the results using Fourier
and standard conversion first. As for Bivium B the interior reflective Newton
method converges almost to a corner of the hyper-cube. Only few variables
are left real-valued. In contrast the local minima computed by the Levenberg-
Marquardt method are significantly far away from the bounds.

Looking at the results for the adapted standard converted system we see again
that the decision variables are integer-valued, for both numerical methods. For
the variables which are also existing in the Boolean system we obtain different
results. The solutions computed by Levenberg-Marquardt method are again not
in between the bounds, but using the interior reflective Newton method they
are. Furthermore, some of the variables are even integer-valued.

Finally, the results for the system derived by the splitting conversion are
similar to Trivium and Bivium B. Levenberg-Marquardt computes real-valued
solutions which are not in between the bounds. The interior reflective Newton
method seems to converge to an area around the centre of the hyper cube. Hence,
the Hamming distance presented in Table 5.11 using the first rounding strategy
is very high. The second rounding strategy reveals more information as shown
in Table 5.12. If we move the local and global minima to the nearest corner, the
result is again as good as a random guess in the Boolean domain. However, it
is worth to notice that the rounded points are different from the initial guess.

Table 5.10: Results for Bivium A using Gauss-Newton (GN), Levenberg-Marquardt
(LM) and interior reflective Newton method (IRN) for each conversion
type. The DIRECT method cannot handle such a large system. The
columns contain the average objective function value f(x*) at the con-
verged point z*.

\ Conversion \ GN \ LM \ IRN \ DIRECT ‘

Fourier 338.27 | 41.70 | 66.84 -
Standard 77.95 | 10.62 | 17.05 —
ASC 440.36 0 1.44 -
Splitting 63.72 0 0 -

Table 5.11: Average Hamming distance between the precomputed solution and the
found minima using the first rounding strategy.

] Conversion ‘ GN ‘ LM ‘ IRN ‘

Fourier 252 | 282 170
Standard 167 | 217 197
ASC 370 | 305 254
Splitting 465 | 476 | 465
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Table 5.12: Average Hamming distance between the precomputed solution and the
found minima using the second rounding strategy

| Conversion | GN | LM | IRN |

Fourier 167 | 160 160
Standard 161 | 164 163
ASC 370 | 275 252
Splitting 274 | 284 288

In Table 5.13 we see again that the part of the precomputed solution needs
to be large such that the numerical methods converge to this solution. Even if
we assign the correct values for all variables representing the internal state bits,
the algorithms find only local minima. That means the objective function has
a lot of stationary points beside the one we are looking for. For the simplified
systems, where we replaced the guessed variables with their correct values before
the conversion, we get similar results.

Table 5.13: Amount of correct variables in the initial point such that the numerical
method converges to the wanted solution.

‘ Conversion ‘ GN ‘ LM ‘ IRN ‘

Fourier - 80% | 55%
Standard — 80% | 55%
ASC - 45% | 70%
Splitting - | 8% | 8%

The DIRECT algorithm does not need an initial guess since it is an deter-
ministic algorithm. In our experiments the algorithm did not converge to any
point, so we stopped the algorithm after three days. Other methods with global
optimization techniques may be more successful.

For Bivium A we draw the same conclusions as for Bivium B. Although
Bivium A is the easiest of the three problems and already broken by other tech-
niques, the chosen numerical algorithms cannot find a solution which corresponds
to the Boolean one. However, in this thesis we covered only a fraction of all nu-
merical methods and we do not exclude the possibility that an other numerical
algorithm maybe better suited for these problems, especially considering that
new methods for different kind of problems are showing up constantly.

5.6 Summary

In this chapter we applied our approach on the stream cipher Trivium and on
its reduced variants Bivium A and Bivium B. Trivium is recommended by the
eStream project [Rob08]. We first constructed the Boolean system of equations
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describing the internal state of the cipher for each of the variants. Afterwards,
each of these Boolean systems are converted to the real domain using four conver-
sion methods discussed in Chapter 3. These methods are standard conversion,
Fourier conversion, adapted standard conversion and splitting conversion. Each
of the resulting systems over the reals differ in size, monomial degree and total
degree. Therefore, they represent different difficulties for the numerical methods.
In the next step we used four different iterative numerical algorithms to search
for a solution of each of the systems. The algorithms are discussed in Chapter 4
and have different properties. The first three algorithms provide global conver-
gence. This is necessary since we are not able to provide an initial guess which
is already close to the solution. In our experimental setting we defined three
different strategies for the initial point. In the first two we have chosen either
a random point in the hyper-cube or a random corner of the hyper-cube. The
hyper-cube is defined by the chosen type of representation. The outcome for
both strategies is the same. In order to find out how close the starting point has
to be to the solution, we used part of the precomputed solution for the starting
point and assigned the other variables to random values. We showed that the
size of this part is considerable high for all systems and numerical algorithms.

The results of the numerical algorithms differ for each system. The Levenberg-
Marquardt and interior reflective Newton method can handle the constructed
systems best. The Gauss-Newton method is not robust enough since it can-
not handle ill-conditioned Jacobian matrices well. Due to the structure of the
systems the Jacobian matrix is often ill-conditioned and therefore the Gauss-
Newton method does not converge most of the time. Contrary, the other two
methods converge for every initial point. Unfortunately, for most of the systems
they converge to a local minimum which is not a solution. Only the systems
derived by our advanced conversion techniques can be solved (for any variant of
Trivium). We analysed the found local and global minima. The solutions for
the solved systems are real-valued. Since real-valued minima cannot be directly
converted back to the Boolean domain we defined two rounding strategies. The
first one rounds real values to the nearest integer which tells us how far a point
from a corner of the hyper-cube is. The results of the Levenberg-Marquardt
method are often not located in the hyper-cube, in contrast to the interior re-
flective Newton method where per design all points are within the hyper-cube.
The second rounding strategy moves the point to the nearest corner of the hyper-
cube. In that way we see that the global minima as well as the local minima
are as good as a random guess in the Boolean domain. We were not able to
find any other relations between these minima and the wanted Boolean solution.
However, we cannot exclude the possibility that there is one and that another
numerical algorithm may reveal some information about the Boolean solution.

The approach of using numerical methods in cryptanalysis including an ap-
plication on Bivium A has been published in [LNRO09b]. Note, that the results
in [LNRO9D] has been improved in this thesis.



Conclusions

Since the upcoming of linear and differential attacks, new design strategies have
been proposed to resist these attacks. A disadvantage of such designs is, that a
new type of attack could cause a complete breakdown of security. In the first
part of this thesis we investigated a new approach in cryptanalysis. In this ap-
proach the cryptographic algorithm is represented as a system of equations. The
system of equations is constructed such that there is a correspondence between
its solutions and some secret information of the cryptographic primitive (for in-
stance, the secret key of a block cipher). We apply methods and techniques from
numerical analysis, which is a large and well-studied field of research, to solve
this system. We use conversion methods to create an equivalent system over
the real domain from the system of equations over the Boolean domain. At this
point one can apply numerical solvers. The computed solution can be converted
back to the Boolean domain (with restrictions) which results in a solution for
the original system. Numerical solvers are methods to approximate solutions
for equations and systems of equations. We are interested in the special case of
solving non-linear polynomial systems of equations. For such system a variety
of different techniques and methods exist. A key advantage is that except for
building the Boolean system of equations every step of our approach works fully
automated.

In order to be able to use numerical methods to solve such systems we have
to convert the equations to equations over the real domain. By doing that we
have to ensure that at least the set of Boolean solutions is represented in the
reals, i.e. each solution of the Boolean system has at least one corresponding
solution for the system over the reals. In Chapter 3 we presented four basic
conversion methods which convert a Boolean equation to a polynomial over the
reals depending on the representation of the values false and true. The main
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problem using these techniques is the high degree of the resulting polynomial. A
system consisting of polynomials with hight degrees is usually more difficult to
solve than polynomials with low degrees. Therefore, we developed two advanced
conversion techniques naming them adapted standard conversion and splitting
conversion. Both methods were published in [LNRO9b|. Furthermore, we gave
a detailed analysis of each conversion method and define criteria to classify
them. We focused on the structure of the resulting equations over the reals
and defined the criteria monomial degree and total degree. We showed that
one has a high influence on the structure of the conversion result, which is
exceptional compared to usual use cases for numerical methods. Furthermore,
we defined the property of variable sharing which has a high influence on the
conversion result. We showed how this property affects the different types of
representation. We also provided a rule of thumb helping to find the appropriate
type of representation for specific equations. Overall, we showed that by choosing
the right representation and conversion method one can change significantly the
structure of the system of equations over the reals and therefore its difficulty
regarding the solvability.

In Chapter 4 we gave an overview on numerical analysis. Since numerical
analysis is a broad research field we focused on iterative methods for solving
non-linear systems of equations. We described three global convergent methods
in detail, namely Gauss-Newton, Levenberg-Marquardt and interior reflective
Newton method. Global convergent methods are necessary as we cannot provide
a starting point for the iterative methods which is already close to the solution.
Modern iterative methods, as the interior reflective Newton method, are designed
for minimization problems, since solving a system of equations is strongly related
to it. In this context the notion of global and local minima are important. A
solution for a system of equations is a global minimum. In general finding a
global minimum for non-linear functions is a hard problem and a whole research
field (global optimization) is dedicated to it. Nevertheless, we described and used
one method for global minimization, called DIRECT. Furthermore, we worked
out properties of the converted equations with respect to numerical analysis.
No matter which conversion method we choose, the resulting polynomials over
the reals have desirable properties considering numerical methods. Foremost, all
polynomials are continuous differentiable. Second, if a solution for the Boolean
system of equations exists (and in the case of cryptographic primitives it does),
we can guarantee that the converted system has at least the same amount of
solutions. However, it is possible that additional real-valued solutions exist.
Hence, we cannot guarantee uniqueness but existence of solutions.

In Chapter 5 we applied our approach to the stream cipher Trivium and on
its reduced variants Bivium A and Bivium B. We first constructed the Boolean
system of equations describing the internal state of the cipher for each of the
variants. Afterwards, each of these Boolean systems are converted to the real
domain using four conversion methods from Chapter 3. With the help of these
examples, we showed that the structure of the system over the reals can sig-
nificantly change using different conversion methods. In the next step we set
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up an experimental setting to apply all four numerical algorithms and evaluate
their results. We showed that the results of the different numerical methods
differ significantly from each other. Furthermore, we showed that the interior
reflective Newton and Levenberg-Marquardt converge to local minima for most
systems. However, the systems derived by our advanced conversion techniques
were solved (for any variant of Trivium). Unfortunately, the solutions for these
systems are real-valued which cannot be directly converted back to the Boolean
domain. We defined two rounding strategies to extract more information from
these solutions. We demonstrated that moving the solutions to the nearest cor-
ner of the given hyper-cube reveals that the global minima as well as the local
minima are as good as a random guess in the Boolean domain. We were not able
to find any other relations between these minima and the wanted Boolean solu-
tion. However, in this thesis we covered only a fraction of all numerical methods
and we do not exclude the possibility that an other numerical algorithm maybe
better suited for these problems, especially considering that new methods for
different types of problems are showing up constantly. The approach of using
numerical methods in cryptanalysis including an application on Bivium A has
been published in [LNRO9b].

Although, we were not able to break Trivium or any of its variants we showed
how techniques from numerical analysis can be used in cryptanalysis. Further-
more, various future research directions are possible. One direction should in-
vestigate different ways of modelling the numerical problem. A possibility is to
change the objective function to something different (e.g. Hamming weight of
the state) and use the given equations as constraints. Furthermore, any obtained
side-channel information can be added as equality or inequality constraints which
can lead the numerical methods to the wanted solution. The meaning of local
minima over the reals in the Boolean domain is another open problem as well
as the meaning of real-valued solutions. Overall, the field of numerical analysis
and optimization research offers great tools and possibilities which can be of use
in the cryptanalysis of symmetric primitives.






Part 11

Tools in Differential
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Introduction

In the early 1990’s Biham and Shamir [BS92], published a general technique
for the cryptanalysis of symmetric primitives, called differential cryptanalysis.
The basic idea is to study how differences in an input affect the differences at
the output. Biham and Shamir applied this technique on the block cipher DES.
Differential cryptanalysis is a statistical attack which studies the propagation
of differences through all transformations of the cipher. Since then differential
cryptanalysis turned out to be one of the most powerful techniques to analyse
block ciphers, hash functions and stream ciphers. Attacks based on differential
cryptanalysis are dedicated attacks, usually exploiting the internal structure of
a design. The propagation of differences through the cipher transformations is
usually predicted over multiple rounds. The differences in the input, interme-
diate values and output is called a differential characteristic. The probability
of a characteristic is the fraction of conforming input pairs, which result in the
differences of a characteristic. In a differential attack an adversary tries to find
characteristics with high probability. For a high probability characteristic many
conforming pairs exist which makes it easier to find such pairs.

In the last years the concept of differential cryptanalysis has been devel-
oped further. Foremost, different types of differences have been defined to
cope with different operations in the targeted algorithms, e.g. XOR differences
[BS92], modular differences [Dob98], signed-bit differences [WY05, WY YO05b] or
truncated differences [Knu94]. Furthermore, new type of attacks based on dif-
ferential cryptanalysis have been proposed, like impossible differential attacks
[BKR97, BBS99], linear-differential attacks [CJ98] or the boomerang attack
[Wag99].

Differential cryptanalysis turned out to be of particular interest in the crypt-
analysis of hash functions where it become one of the most important tech-
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niques. Cryptographic hash functions are a security-critical building block for
e-commerce and e-government systems. For example, when a document is signed
by means of a digital signature (electronic signature), firstly hash functions are
used to compress the document to a “fingerprint”. For performance reasons,
the ‘raw’ signature using asymmetric techniques like RSA, DSA or ECDSA, is
made on the fingerprint of the document only. For security reasons, it is of ut-
most importance that no two documents can be created which result in the same
fingerprint. When this happens, this is called a collision. While the existence
of collisions cannot be avoided, due to the nature of the compression functions
used, the design goal of a cryptographic hash function is to make it infeasible
to construct such collisions. While hash functions did not get a lot of attention
by the cryptographic community, this changed with the breakthrough results
of Wang et al. in 2004. Since then many attacks based on differential crypt-
analysis have been presented for several well-known algorithms such as SHA-0,
SHA-1 or MD5. The transition from SHA-1 to the SHA-2 family was proposed
by the National Institute of Standards and Technology (NIST) as a first solution
[Nat08]. Since then more and more companies and organization are migrating
to the SHA-2 family. As another consequence of these results NIST has initiated
an open competition for a new hash function standard, called SHA-3 [Nat07]. In
November 2008, round one has started and in total 51 out of 64 submissions have
been accepted. In December 2009 the 14 round 2 candidates and in December
2010 the final five were announced. NIST will select a winner in 2012.

Since the upcoming of differential cryptanalysis and other cryptanalytic meth-
ods, new design strategies have been proposed to resist this kind of analysis. Fur-
thermore, in many designs the complexity has increased compared to previous
ones. Larger states, more non-linear operations, more rounds and more com-
plicated state updates are the consequence. This can be especially observed for
hash functions, like the transition from SHA-1 to SHA-2. Due to this increased
complexity, the analysis of hash functions has become more difficult. Therefore,
finding differential characteristics and conforming input pairs has become a more
challenging task and the development of new tools has become necessary.

In this thesis we investigate how recent attacks on SHA-1 can be applied on
its successor SHA-256 and other similar hash functions. Therefore, we improve
and extend existing techniques leading to a new generation of tools which are
used in attacks on several hash functions including SHA-2, HAS-160 or SIMD.

7.1 Cryptanalysis of SHA-1

The work on hash functions by Dobbertin [Dob98, Dob97], Chabaud and Joux
[CJ98] and Biham et al. [BCJT05] and the further advances in the security
analysis of the MD4 [WYO05] hash function were a wake-up call. The break-
through results of Wang et al. [WY05, WYY05b] on MD5 and SHA-1 have
shocked the cryptographic community and were the starting point for an un-
precedented activity in the research on the security of hash functions in both
academia and industry. Since then the results by Wang et al. were improved by
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others. The cryptanalysis of SHA-1 includes different techniques from coding
theory or techniques used in the cryptanalysis of block ciphers. New techniques
were developed like message modification or automated search for differentials.
Even if SHA-1 is considered as broken, it is still used in a variety of applications.
Therefore, researchers are still interested in SHA-1 and try to provide practi-
cal collisions for more steps. The currently best results on SHA-1 are by De
Canniere et al. [DMRO7] who presented a collision for 70 steps and Grechnikov
and Adinetz [GA11], who used the same techniques with minor improvements
and more computational power to present collision for 75 steps out of 80 steps
of SHA-1.

Overall two distinct methods where most successful. Using techniques from
coding theory to find differential characteristics in a linearised model of the hash
function such that they hold with high probability for the original hash func-
tion is the first one. The second technique automatically searches for complex
characteristics based on the concept of generalized conditions.

7.2 QOutline

In Chapter 8 we give a definition of cryptographic hash functions and their secu-
rity requirements. Next we introduce the notation and definitions for differential
cryptanalysis. In Chapter 9 we explain in detail the two most successful attacks
on SHA-1 and describe the concept of the two distinct techniques. The first
technique linearises a hash function and applies algorithms from coding theory
to find differential characteristics which hold with high probability for the orig-
inal hash function. The second technique is based on the concept of generalized
conditions. Around this concept an automatic search algorithm is constructed
which searches for complex differential characteristics. We extend and develop
tools for both techniques and use them to construct attacks on different hash
functions in the subsequent chapters.

In Chapter 10 we present two attacks on SIMD using the coding theory
approach. SIMD is one of the round 2 candidates of the SHA-3 competition. Due
to our first attack, the designers modified the specification of SIMD. However, we
present another attack on the modified version, using the same basic technique
under a different attack setting.

In Chapter 11 we attack the Korean hash function standard HAS-160 com-
bining both tools. We first construct two differential characteristics using the
first approach and connect them through a characteristics using the automatic
search algorithm. We present a conforming message pair resulting in the cur-
rently best attack in terms number of steps with practical complexity.

In Chapter 12 we describe the extensions and modification needed such that
we can successfully apply the search algorithm on the hash function standard
SHA-256 leading to the best attacks on SHA-256 with practical complexity.

In Chapter 13 we present a summary and conclude the second part of the
thesis by discussing open problems and further research directions.






Notation and Definitions

In this chapter, we introduce cryptographic hash functions and their basic se-
curity requirements. We describe the Merkle-Damgard design principle and
describe different types of collisions for hash functions and their building blocks.
Furthermore, we give the notation and definitions necessary for differential crypt-
analysis and introduce the concept of generalized conditions used in the most
recent attacks on SHA-1.

8.1 Cryptographic Hash Functions

Cryptographic hash functions are an important symmetric primitive in cryptog-
raphy. They are used in numerous applications, like digital signatures, password
protection, random number generation, key derivation, integrity protection, ma-
licious code detection, message authentication, and many more. A cryptographic
hash function H is an algorithm that maps a message string m of arbitrary length
to a fixed-length hash value h = H(m) of n bits. The hash value h can be seen
as a digital fingerprint of the message m. In general it should be difficult to
find two distinct messages resulting in the same hash value. A cryptographic
hash function should be efficiently computable and each hash value should be a
unique representation of the message. Due to the fact that the input message
can be of arbitrary length, the existence of two different messages resulting in
the same hash value cannot be prevented. Hence, the purpose of a hash function
is not to prevent the existence of such colliding messages, but to ensure that it
is computationally infeasible to find them.
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8.1.1 Security Requirements

Since cryptographic hash functions are used in many applications with different
requirements, many different properties are needed. The three basic security
requirements are the following:

e (Collision resistance: it should be computationally infeasible to find two
messages m and m* with m # m*, such that they have the same hash
value H(m) = H(m*).

e Second preimage resistance: for a given message m, it should be compu-
tationally infeasible to find a second message m* with m # m*, such that
they have the same hash value H(m) = H(m*).

e Preimage resistance: for a given hash value h, it should be computationally
infeasible to find any message m, such that it has the given hash value
H(m) = h.

A detailed treatment of these requirements can be found in [RS04]. The basic
three requirements are usually set in relation to the bit length n of the hash
value. For any hash function, we can always find preimages or second preimages
by testing approximately 2" random input messages. Due to the birthday para-
dox finding collisions requires only 2"/2 calls to the hash function. Therefore,
the hash size n is usually chosen large enough to make such generic attacks com-
putationally infeasible. Since these generic attacks work for any hash function, a
cryptographic hash function is said to be ideal if the generic bounds hold. There
are other important properties. In the recent years non-random properties of
hash functions were targeted. In such attacks an adversary utilizes specific prop-
erties of a hash function to define a distinguishing property such that one can
distinguish the output of a hash function from a random function. To formalize
this and other properties the random oracle models has been introduced [BR93].
A random oracle is a function which outputs a random hash value for any given
input message. If the same message is used again, it outputs the previously used
corresponding hash value. Therefore, we introduce another security requirement
for hash functions:

e randomness: it should be computationally infeasible to create statistical
irregularities for the distribution of the output.

Due to the limited internal state of a practical hash function it can never be a
random oracle. However, it should be infeasible to distinguish a hash function
from such a random oracle up to the generic bound for any attack.

8.1.2 The Merkle-Damgard Design Principle

The hash functions analysed in this thesis are iterated hash functions following
the Merkle-Damgard design principle [Dam89, Mer89]. In order to compute
the hash value h the message m is first split into ¢t message blocks of b bits
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each. To ensure that the message length is a multiple of b bits, an unambiguous
padding method is applied. Then each message block is processed by iterating
the compression function f t times resulting in the final hash value h. To be
more precise, let A : (0,1)* — (0,1)™ be an iterated hash function based on a
compression function f : (0,1)" x (0,1)* — (0, 1)” and m = M, ||Ma]| - - - || M,
be a t-block message (after padding). Then the hash value h is computed as
follows (see Figure 8.1):

Hy =1V,
szf(Hj,hMj) for 0 < j <t, (81)
Hyp1 = g(Hy).

The n-bit variable H; is called the (intermediate) chaining value and is initialized
with a predefined n-bit initial value IV. The variable h = H;; is called the hash
value. The function g is called the output transformation. However, in most hash
function designs, like SHA-2, the output transformation is the identity mapping
and we get h = Hy11 = Hy.

M, M, M,

L L

A% f T - f I b h=Hpp

Figure 8.1: Outline of the Merkle-Damgard design principle.

Merkle-Damgard provide a proof showing that if the compression function f
is collision resistant then the hash function H is also collision resistant, which is
a major advantage of this construction. In order to achieve this, messages are
preprocessed using a technique called Merkle-Damgard strengthening. It speci-
fies an unambiguous padding method which includes the binary representation of
the message length. The existence of proofs which reduce properties of the hash
function to properties of the compression function has directed the cryptanalytic
attention to the compression function as well. Although, a collision attack on
the compression function rarely leads to a collision attack on the hash function,
such proofs are not applicable any more.

8.1.3 Compression Function Constructions

The most used hash functions today are block cipher based hash functions, where
the compression function consists of a block cipher in a special mode of operation.
There are several advantages using such constructions. Block ciphers are well
studied, good implementations exists and if a certain block cipher is already
available in an application, the effort to add a hash function based on this cipher
is low. In [PGV93], Preneel et al. studied constructions for compression functions
based on a block ciphers. Later, Black et al. [BRS02] provided security proofs in
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the ideal cipher model. The three most popular modes are Davies-Meyer (DM),
Matyas-Meyer-Oseas (MMO) and Miyaguchi-Preneel (MP) [MvOV97]. For a
block cipher E : {0,1}* x {0,1}" — {0,1}" with a key of size k bits and a block
size of n bits, the three modes are defined as follows:

Hj = E(Mj,Hj_l) @Hj—l Davies—Meyer (DM)
H; = E(Hj-1,M;)®H;_1 &M, Miyaguchi-Preneel (MP)
H; = E(H;j_1,M;)® M; Matyas-Meyer-Oseas (MMO)

In Figure 8.2 the three modes are illustrated.

H j—1 M j M j
My ——>FE H; 4 E Hj 1 —>E
i Na¥ fany
' N %
H, H, H,
(a) Davies-Meyer (b) Miyaguchi-Preneel (c) Matyas-Meyer-Oseas

Figure 8.2: The three most common constructions for block cipher based hash func-
tions.

One disadvantage of constructing hash functions from block ciphers is that
usually, the block size of the cipher needs to be quite large to prevent generic
attacks. Furthermore, depending on the construction mode an adversary may
have full control over the key. Results considering this for the security analysis
have been presented in [KR07, RP94]. Therefore, dedicated hash functions have
been designed with the explicit purpose of hashing. The most important ones
are MD5 [Riv92], SHA-1 [Nat95] and SHA-2 [Nat02]. Also the round 2 SHA-
3 candidate SIMD [LBF09a] and the Korean hash function standard HAS-160
[Tel08] are in this category. Although, these hash functions are called dedicated
hash functions their construction is also based on block ciphers specially designed
for hashing. They operate in in Davies-Meyer mode, except SIMD which is using
a different mode (see Chapter 10).

8.1.4 ARX Hash Functions

The most commonly used hash functions today are also ARX hash functions,
e.g. MDb5, SHA-1 or SHA-256. Furthermore, in the SHA-3 competition sev-
eral hash functions of these category have been proposed, e.g. Skein [FLST11],



8.2. Types of Collisions 95

Blake [AHMP11], SIMD [LBF09a] or CubeHash [Ber09]. The operations in such
a hash functions consist of modular additions, rotations and XORs. ARX hash
functions following the design principles of MD4 [Riv90] include also one or more
Boolean functions. An additional property shared among these hash functions
is the usage of a message expansion. Such a function takes as input a message
block and extends it to a larger size.

The ARX design has several advantages, like fast performance on various
platforms or compact implementations. However, it is difficult to show any
bounds regarding linear and differential cryptanalysis. Furthermore, finding dif-
ferential characteristics in such a construction can be hard. Hence, the necessity
of advanced and automatic tools is increased. Note that, all hash function anal-
ysed in this thesis are ARX hash functions.

8.2 Types of Collisions

In the last decade new types of collisions have been in the focus of research.
For each type the definition of a collision is weakened, giving the cryptanalyst
more freedom in the analysis of hash functions and its underlying compression
function. In the following, we define various forms of collision resistance which
are first mentioned in[LM92]. They are important since every property of a
practical hash function which deviates from the ideal model of a hash function
can be seen as a weakness.

Inputs m and m* with m # m™* collide for a given hash function H if H(m) =
H(m*). Thus we define the notion of collision resistance:

Definition 8.1 (Collision Resistance). A hash function H is collision resistant
if it is computationally infeasible to find any two distinct inputs m, m* which
hash to the same output, i.e., H(m) = H(m*).

The best generic algorithm to find collisions for H is to generate ¢t messages and
to search for colliding outputs in all H(m;) for 1 < i < ¢. For a hash function
with a digest size of n bits, the expected value for ¢ to find a collision is

E(t) ~ 2"/2. (82)

Definition 8.2 (k-near Collision). Given a hash function H and two distinct
messages m and m*. If the Hamming weight of the XOR-difference between
H(m) and H(m*) is k, we have a k-near collision.

The expected value of the number of messages t; needed to find a k-near collision
for hash functions of n bit output size is (cf. [BC04])

2n/2
(i)

If the IVs are not specified in advance, one has more freedom. Hence, colliding

hash values might be easier to find if we can freely choose the IV. We denote by

E(ty) ~

(8.3)
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H(IV,m) an iterated hash function as in (8.1) where the initial value is set to a
value of our choice.

Definition 8.3 (Semi-free-start Collision of a Hash Function). For every given
4-tuple (m, m*, IV, IV*) with IV = IV* and m # m* which satisfies the equality

H(IV,m)=HIV*,m") (8.4)
18 a semi-free-start collision for the hash function H.

Colliding hash values might be easier to find if we allow differences both in the
messages and in the IVs.

Definition 8.4 (Free-start Collision of a Hash Function). For every given -
tuple (m,m*, IV, IV*) with IV # IV* which satisfies the equality

H(IV,m) = HIV*,m") (8.5)
is a free-start collision for the hash function H.

The definition of a collision for a compression function is slightly different, since
an adversary has always the possibility to modifiy both inputs, the message and
the chaining input.

Definition 8.5 (Collision of a Compression Function). For every given 4-tuple
(m, m*, IV, IV*) with IV # IV* or m # m* which satisfies the equality

fAV,m) = f(IV*,m") (8.6)

s a collision for the compression function f.

8.3 Differences, Characteristics and Probabili-
ties

In the following sections we introduce the notion and definitions used in differ-

ential cryptanalysis. We define various types of differences, define the notion

of differentials and characteristics, and show how the probabilities for both are
determined.

8.3.1 Types of Differences

Definition 8.6 (XOR Difference). To denote differences between X € {0,1}"
and X* € {0, 1} with respect to the XOR operation we use

AX =X @ X* e {0,1}"
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Definition 8.7 (Modular Difference). For differences between X € {0,1}™ and
X* € {0,1}™ with respect to modular addition, we use the bijection
i {0,1}” —>Z2n = {0,1,...,2” —1}
X = (xn,l, - ,.’KQ) — {En,12n_l + -+ 221 + x0.
Then, we denote by
X=X-X"
the modular difference i~ *(i(X) — i(X*)) € {0,1}".

One of the contributions of [WLF*05] was the introduction of signed-bit differ-
ENnces.

Definition 8.8 (Signed-bit Difference). For differences between X € {0,1}"
and X* € {0,1}", we denote by

ASX:X—X* = (yn—17~'~7y0)
the signed-bit difference where y; = X; — X5 € {~1,0,1} for 0 < j <n.

These signed-bit differences reflect the fact that in a dedicated attack, not only
differences play a role but also the actual values of the bits. In other words,
a given signed-bit difference defines a subset of all message pairs (X, X*) €
{0,1}™ x {0,1}™, that satisfy the specified difference conditions.

Inspired by these signed-bit differences, [DR06] came up with the so called
generalized conditions for differences, where all 16 possible conditions on a pair
of bits are taken into account. Table 8.1 lists all these possible conditions and
introduces notations for the various cases.

Definition 8.9 (Generalized Conditions for Differences). Let X € {0,1}" and
X* € {0,1}™, then the notation

VX = [Cn—la e ,Co],

where ¢; denotes one of the conditions of Table 8.1 for the i-th bit, defines a subset
of pairs (X, X*) € {0,1}™ x {0,1}"™ that conforms to the specified conditions.

For example in [DRO06], all pairs of 8-bit words X and X* that satisfy
{(X, X") €{0,1}"x{0,1}" | X7- X7 =0,X;, = X[ for 2<i <5 X; # X7, Xo=X;},

are written in the form
VX = [7T?7----x0]

and the generalized condition of bit ¢ is denoted by VX;. For the remainder of
this thesis if we mention differences we usually mean bitwise XOR differences.
It is explicitly mentioned if other differences are used.
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Table 8.1: Notation for possible generalized conditions on a pair of bits.

(Xi, Xi7) | (0,0) (1,0) (0,1) (1,1)
? v v v v
- v - - v
X - v v -
0 v - - -
u - v - -
n - . -
1 - - - v
# - - - -
3 v v - -
5 v - v -
7 v v v -
A - v - v
B v v - v
C - - v v
D v - v v
E - v v

8.3.2 Differential Characteristics and Probabilities

Definition 8.10. A differential [LM92] of a function B : {0,1}"™ — {0,1}" is a
pair (AX,AY) € {0,1}" x{0,1}". We call AX the input difference and AY the
output difference. The differential probability DPg(AX,AY) of a differential
(AX,AY') with respect to B is defined as

DPp(AX,AY) =2 "#{X € {0,1}"|B(X & AX) = B(X) & AY}.

Analogously, we can define differential and differential probability if the function
B[k](z) is parametrized by a key k.

Definition 8.11. Let B[k](x) denote a function composed of r steps B'[k'](x)
parametrized by r subkeys k°, k... k"~ € {0,1}!:

Blk(z) = (B [k o - 0 BOKY]) (x).

A characteristic through B[k|(x) is a vector Q = (AX°, AX",...,AX") with
AX" € {0,1}" fori=0,...,r. A characteristic Q = (AX°,AX",...,AX") is
in a differential (AX,AY) if AX? = AX and AX"™ = AY. If we now consider
the following set of equations

BUK)(X @ AX®) = Bk)|(X)e AX?
(B k"o 0 Bk)) (X & AX?) _ (Br=k"'] o+ 0 BY[kY]) (X)
BAXT,

(8.7)
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then the parameterized differential probability DPp[k](Q) of a characteristic Q
with respect to Blk|(x) is defined as

DP[E|(Q) =2""#{X € {0,1}" | X satisfies (8.7)}.

To bring the definitions in context with hash fucntion we adapt Defini-
tion 8.11. The subkeys in Definition 8.11 correspond to expanded message
blocks, and therefore, differences in the messages will lead to differences in the
keys. From a block-cipher point of view this corresponds to the related-key
setting. So let us assume we have a vector

AK = (AK°,... A1) e ({0,1}H)" (8.8)

of (round-key) differences. Let M € {0,1}® be a message block and let the
injective function ME : {0,1}* — ({0,1})" be the message expansion of the
underlying hash or compression function. We introduce the set

S(AK,AM) ={M € {0,1}* |ME(M) & ME(M & AM) = AK}. (8.9)

Definition 8.12. Let f(xz,m) be a Davies-Meyer compression function based on
Blk](z) as in Definition 8.11. A characteristic through f(xz,m) is a vector

Q= (AM;AK;AX° AX', ... AX",AX"T])

with AX® € {0,1}" fori=0,...,7+1 and AK as in (8.8). A characteristic Q
is in a differential (AM;AK;AX,AY) if AX" = AX and AX"™ = AY and
ME(M) ® ME(M & AM) = AK. With the notation

Blk® AK](z) = (B" k"' @ A" o--- 0 BK® @ AKY)) ()

we are now considering the equations

BEO)(X ® AX?) = Bk @ AKY)(X) @ AX!
Blk|(X @ AX?) = B[koAK]|(X)®AX"
Bk(X o AXYB(X9AX") = BkrkoAK|(X)BX)oAX™
(8.10)

Here, B : {0,1}™ — {0,1}"™ defines the feed-forward in the Davies-Meyer con-
struction. Then, for a characteristic as above we can define DP(Q) as
DP(Q) = 9—(n+b),
#{M € {0,1}*, X € {0,1}"| X satisfies (8.10) and M € S(AK,AM)}.
(8.11)

A right pair for such a characteristic defines a free-start collision.

Note that the differential analysis of block ciphers and hash functions differ
in the aspect that in the block cipher case, we are interested in the output of the
most probable characteristic whereas in the hash function case, we are mostly
interested in a collision producing characteristic.
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L- and NL-Characteristics

In this thesis, we use two different techniques to construct differential char-
acteristics. In order to distinguish between them, we introduce the notion of
L-characteristics and NL-characteristics.

Definition 8.13 (L-Characteristics). Let H be a hash function consisting of
non-linear operations and LH be a linearised model of the hash function H, that
s all non-linear operations are approximated by linear operations. Then we call
a differential characteristic for LH an L-characteristic.

Definition 8.14 (NL-Characteristics). Let H be a non-linear hash function. A
characteristic for H is called NL-characteristic.

The advantage of L-characteristics is that they can be found easily, by solving
a set of linear equations. However, the quality of such an L-characteristic highly
depends on the number of (bit)-conditions that have to be fulfilled in order to
guarantee that the it holds also in the original function.

Correlation between Collision Types and Characteristics

In order to put Definition 8.12 of a differential characteristic in context to the
different types of collisions, we briefly discuss the attack scenarios in the follow-
ing.

e Collision
In the case of a collision attack on a hash function, the difference in the
chaining input and in the output is zero. Hence, AX? = 0 and AX" ™ =0
have to hold. Furthermore, in a collision attack the chaining input is fixed
to a predefined IV. By this additional condition the differential probability
of a characteristic is affected, since the amount of possible inputs (available
freedom) is reduced.

e Near-Collision
For a near-collision AX® = 0 and AX"™ % 0 holds (where AX" " is of
low Hamming weight). In this scenario the chaining input is also fixed.
The effects are the same as mentioned above.

e Free-Start Collision
In contrast to a collision attack the chaining inputs contain differences.
Therefore, AX® # 0 and AX""' = 0 have to hold. In this case the
chaining inputs can be freely chosen and do not change the differential
probability given in Definition 8.12.

e Free-Start Near-Collision
A free-start near-collision does not restrict the location of differences, i.e.
differences in the chaining inputs and in the outputs are allowed. Hence,
AXY # 0 and AX"™! # 0 holds for a characteristic of a such a collision.
Again the chaining input can be freely chosen.
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8.4 Summary

In this chapter, we introduced on cryptographic hash functions and their basic
security requirements. We described the Merkle-Damgard design principle which
is used by all hash functions analysed in this thesis. Furthermore, we explain
the most common modes to construct a hash function out of a block cipher.

The most common tool in the cryptanalysis of hash functions is differential
cryptanalysis. This technique, originally invented in the analysis of block ci-
phers, can be used for attacks on hash functions. Most collision attacks on hash
functions are differential attacks.

We introduced different types of collisions and the important terms used in
differential cryptanalysis, like differential characteristic and differential proba-
bility. In this context, we distinguished between two types of differential char-
acteristics, depending on which technique is used to construct them. This dif-
ferentiation is important for the subsequent chapters. Finally, we set different
types of collision in context with differential cryptanalysis.






Cryptanalysis of ARX Based Hash
Functions

In this chapter, we review two analysis methods for cryptographic hash func-
tions that have led, when combined, to the most successful collision attacks on
SHA-1 [WYY05b, DR06, DMR07, GA11]. Both methods are based on differen-
tial cryptanalysis and aim to find differential characteristics with high probabil-
ity. However, both methods utilize different techniques to achieve this goal, and
can be successfully combined as shown for SHA-1 [WYY05b, DR06]. Further-
more, these techniques are especially applicable to ARX based hash functions.
We adapt and extend the ideas which results in two distinct tools which search
completely automatic for differential characteristics.

9.1 Attacks on SHA-1

In this section, we give an overview of the basic attack strategy of the recent
collision attacks on SHA-1. In the subsequent sections, we will in detail describe
the underlying techniques and our contributions.

9.1.1 First attack on full SHA-1

The major breakthrough in the cryptanalysis of SHA-1 was achieved by Wang
et al. First announced at Crypto 2004 in the rump session and then presented
at Crypto 2005, Wang et al. [WYY05b] broke the full SHA-1 hash function.
Using signed bit differences and message modification techniques, they mount
an attack with total complexity of 269, At the same conference they announced
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that the complexity can be improved to 263. Furthermore, they provided an
actual collision for 58 out of 80 steps. Mendel et al. [MPRRO6b] computed the
success probability of the attack which is 27457, For the collision attack on
SHA-1, Wang et al. use basically the following strategy (see Figure 9.1):

P1 | P2

A=0" collision A=0

|
I\Y% L A#O free-start collision A= [output
— | —
! A#0 free-start near-collision A#0
1
20 L-characteristic 79

Figure 9.1: General strategy of Wang et al.’s attack on SHA-1.

e Split the 80 steps into two parts denoted by P; and Ps.

— P, consists of the steps at the start of the hash function, for which
it is possible to efficiently solve the equations imposed by the char-
acteristic, by using methods like for instance so-called basic message
modification and advanced message modification also introduced by
Wang et al. [WYYO05b].

— P, consists of the remaining steps. Since, the conditions imposed
by the characteristic through P; have no impact, due to message
modification, the attack complexity is determined by P;.

e Determine a low-weight L-characteristic, that leads to a free-start collision
in PQ.

e Find an NL-characteristic in Py, such that the zero difference in the state
variables at the start of P; is transformed into the desired difference in the
state variables at the beginning of P». Hence, it becomes possible to turn
the free-start collision for P, into a collision for SHA-1.

Furthermore, in the attack on SHA-1 Wang et al. used multi-block messages.
First, a pair of message blocks is determined, which leads to a free-start near-
collision in P,. As before, the NL-characteristic is used to turn the free-start
near-collision collision for P, into a near-collision for SHA-1. Second, a pair
of message blocks is determined, which results in a collision for SHA-1, when
concatenated with the first pair of message blocks. The second pair of message
blocks uses the same L-characteristic as the first one. The NL-characteristic is
slightly changed because it no longer starts from a zero input difference in the
state variables. The fact that it is easier to find a near-collision than a colli-
sion was observed already by Biham and Chen in [BCO04]. The technique can of
course be extended to messages consisting of 3 or more blocks, but this does not
improve the complexity of the attack.
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In summary, the attack constructs an L-characteristic which holds with high
probability and a complex NL-characteristic which connects the L-characteristic
with the zero difference in the chaining input. To construct L-characteristics
Wang et al. extended their approach for SHA-0 [WYYO05¢c|. However, at the
same time Rijmen and Oswald [RO05] applied and optimized the attack of
Chabaud and Joux [CJ98] to SHA-1 which offers a more convenient method
to find L-characteristics with high probability. The work was further improved
by Pramstaller et al. [PRRO05]. This approach is discussed in detail in Section 9.2.

To construct a NL-characteristic, Wang et al. exploit the non-linearity of
the state update. Unfortunately, Wang et al. do not describe in detail how to
construct this NL-characteristic. But they show by an example collision for
58 steps that the non-linearity can be exploited. However, De Canniere and
Rechberger [DR06] presented later an automatic search algorithm to find such
NL-characteristics.

9.1.2 Automatic Search

The collision attack on SHA-1 by Wang et al. used complex characteristics which
were manually constructed. De Canniere and Rechberger [DR06] were the first
who presented a method to find for NL-characteristics in an automatic way. As
a proof of concept they showed a two-block collision for 64-step SHA-1 based
on a new characteristic. At that time this was the highest number of steps for
which a SHA-1 collision was published.

In order to reflect that both the differences and the actual values of bits are
important for the attack, they introduced generalized conditions for differential
characteristics (see Section 8.3). In this concept they allowed characteristics
to impose arbitrary conditions on the pairs of bits. Using these generalized
conditions they built an algorithm to search for NL-characteristics for SHA-1.

The idea behind the heuristic algorithm is rather simple, but works very well
on SHA-1. The basic strategy of the attack is the same as Wang et al.’s attack
on SHA-1 (see Section 9.1.1) and is illustrated in Figure 9.2. The N steps of

P1 | P2
Ag =01 collision An=0
|
1A% L AL#0 free-start collision A, =0 |[output
— | —
|
l
l L-characteristic n

Figure 9.2: General attack strategy. Note that in all cases the message difference is
non-zero.

the hash function are split into two groups, which are denoted by P, and Ps.
P, consists of the steps at the start of the hash function. P, consists of the
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remaining steps. Finding a good characteristic is then divided into two phases.
First, a sparse L-characteristic, which can start with any difference in the state
variables, but ends in a zero-difference in the last step, i.e. leads to a free-start
collision in P, is determined. Such characteristics can easily be found with the
techniques described in Section 9.2. In the case of SHA-1, L-characteristics for
the linearised state update (omitting the message expansion) were searched. Ac-
tually, it is sufficient to search only in the state word A, since A is the only state
word updated in one iteration. Once such a suitable differential characteristic
is found, the corresponding message difference needs to be determined. Since
these characteristics are using XOR differences, they need to be converted to
the representation based on generalized conditions. Table 9.1 is an example of
a characteristic using generalized conditions, which is used as input for the non-
linear search algorithm. VA; and VW, represent the state words and expanded
message words, respectively. The state words for step —4 to 0 represent the IV
of SHA-1 and are therefore already fixed at the beginning. The state words from
step 1 to 11 are free of conditions, which is imposed by ‘?’. Hence, step —4 to
11 define P;. For the notation of generalized conditions see Section 8.3.1.

In the second phase the search algorithm proposed by De Canniere and Rech-
berger is used to find conditions for the words of P; such that the zero difference
in the state variables at the start of P; is transformed into the desired difference
in the state variables at the start of P». Hence, it becomes possible to turn the
free-start collision for P, into a collision. The basic idea of the search algorithm
is to randomly pick an unrestricted bit position denoted by ‘7’ and impose a
zero-difference denoted by ‘-’. Afterwards, it is calculated how this condition
propagates. Table 9.2 illustrates the propagation after the imposition of a zero
difference on a unrestricted bit. If an inconsistency occurs the algorithm back-
tracks to an earlier state of the search. This is repeated until all unrestricted
bits are eliminated. This algorithm is the largest part of the work factor in this
approach. Using this techniques and further optimizations the authors were able
to find NL-characteristics for SHA-1 efficiently. In a further improvement they
do not restrict the output of the L-characteristic to be zero. In a two block
approach the search for two different NL-characteristics connecting the same L-
characteristic in each block. The output differences are then cancelled out by
the feed-forward after the second block.

Later they improved their attack and presented a collision for 70 steps [DMR07].
Recently, Grechnikov and Adinetz [GA11] published on the ePrint archive a fur-
ther improvement of the automatic collision search. They managed to construct
collisions for 75 steps of SHA-1. This is so far the highest number of steps for a
practical SHA-1 collision.

9.2 Finding L-Characteristics

In this section, we give a general decription of how L-characteristics can be
constructed for any hash functions using techniques from coding theory. Due to
the increasing complexity in the design of hash functions, especially noticeable
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Table 9.1: Characteristic for SHA-1 using generalized conditions [DRO6].
point of the non-linear search algorithm.

i VA, VW;
-4: | 00001111010010111000011111000011
-3: | 01000000110010010101000111011000
-2: | 01100010111010110111001111111010
-1: | 11101111110011011010101110001001

0: | 01100111010001010010001100000001 | -xx

1: | ?7777727777777777777777777777777 | xxx X—X—X—
2: | ?TTPTPVTVVIVOOVOOVONOOVOVOONOVYT | ——x X————XX
31 | 7PPTOTTOVOPOOVVVVOOOOVVVOVOVTY | XXX X

4: | 7PPT?T00T0PTOVTOVO0OOOOVOVOOTTT | XXX X—X-—XX
B | ?PTPT?TTOVOPVOVOOVOOVOVOPVPY0PTT? | xX-K S
6: | ?7PPPPPPVOPVOVVOVOPVPOOPVOP0PY?7 | ——x

T: | ?P777?7770770P0000P0P0000POOPTT? | —xx XX——X~
8: | 7?7T?TTPVOPV?VIVVOVYOVIVVOYOVYTY | ~xx X——=—XX
9: | ??PT?TTOVOVOVVVVOOOOTVVONOVYY | ——x X
10: | 27777277777772777777777777777777 | xxX X———-X~
11: | 2777777770770 00070770°707077°77°7 | —xx x-
12: | x X X
13: | x X————=
14: XX
15: | x XX | -x X=X==X~—
16: X- | —x X
17: | x X- | XXX X—X——X—
18: X-X
19: X- | X X
49: X~ X
50: X x-
51:
52: X
53: X
54:
60:
61:
62:
63:
64:

Table 9.2:

Starting

Example for the propagation of the nonlinear search algorithm [DRO6].

i VA4, vw;
-4: | 00001111010010111000011111000011
-3: | 01000000110010010101000111011000
-2: | 01100010111010110111001111111010
-1: | 11101111110011011010101110001001
0: | 01100111010001010010001100000001 | -xx
1: | 77x XXX X—X~X~
2: | PPPTTOTVVVOVOVVOVOODOOOOVOOVYR- | ——x X———-XX
31| PPPTTOVOVVOOOOVOVOOVOOOOVOPVTYT? | XXX X
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in the SHA-3 competition, the necessity of automated tools is apparent. Hence,
we present the first publicly available toolbox which is used to search automated
for L-characteristics that hold with high probability. Although, the techniques
presented in this section are known, even for recently designed hash functions as
SIMD, weaknesses can be shown using the techniques presented in this section.

Various problems arising in cryptanalysis of hash functions can be linked to
problems in (linear) coding theory [PRR05, RO05, MN09, MN11]. As observed
by Rijmen and Oswald [RO05], all differential characteristics for a linearised hash
function can be seen as the codewords of a linear code. The probability that
the characteristic holds in the original hash function is related to the Hamming
weight of the characteristic. In general, a differential characteristic with low
Hamming weight has a higher probability than one with a high Hamming weight
(see Section 9.2.1). Finding a characteristic with high probability (low Hamming
weight) is related to finding a low-weight codeword in linear codes. Therefore,
we can use algorithms from coding theory to search for codewords with low
Hamming weight, which can be used to construct high probability characteristics
for (parts of) the hash function. This is an essential part of our attacks on
SIMD (see Chapter 10) and HAS-160 (see Chapter 11). The main strategy in
this approach can be summarized as follows:

1. Construct a linear approximation of the target hash function.
2. Construct a generator matrix for the corresponding linear code.
3. Search for characteristics for the linearised hash function.

4. Identify conditions such that the differential holds for the real hash func-
tion.

A linear approximation of a hash function is constructed by replacing all non-
linear operations by linear ones. Depending on the non-linear operations, differ-
ent approximations may be useful. Therefore, the chosen approximation depends
on the hash function. However, ARX based hash functions have one non-linear
operation in common, which is the modular addition.

9.2.1 Approximation of Modular Additions

As mentioned before it is assumed that a differential characteristic with low
Hamming weight has a higher probability than one with a high Hamming weight.
The probability that a differential characteristic is followed, is determined by the
differences that are input to each of the non-linear functions that were approxi-
mated using a linear operation. It is well known that the differential behaviour
of modular addition can be approximated quite well, by that of XOR when the
Hamming weight of the input difference, ignoring the most significant bit, is
small [CJ98, LMO01, PRRO05, RO05, IP09, MN09, MN11]. Based on the analysis
for the differential probability of modular addition by Lipmaa and Moriai [LMO01]
it follows that the Hamming weight of the input differences for each modular
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addition can be used to approximate the success probability of the differential
characteristic.

9.2.2 Construction of a Generator Matrix

In coding theory, a linear code of length m and rank k is a linear subspace
C < F;" with dimension k of the vector space Fj'. Fy is a finite field with ¢
elements. A linearised model of a hash function describes a linear binary code
C <TF3. A codeword of this code represents a differential characteristic for the
hash function. A bit with value 1 denotes a difference between the corresponding
pair. The Hamming weight of a codeword is used to approximate the differential
probability. Hence, we want to find codewords with a low Hamming weight.

A generator matrix Gy« is a basis of a linear code. Such a basis generates all
possible codewords. In order to construct a generator matrix for a linearised hash
function, we first need to determine which values used in the hash computation
should be included in the linear code. First of all each input which introduces
differences need to be included, i.e. message input and in the case of free-start
collisions also the chaining input. Next all intermediate values which are input
to a non-linear operation in the original hash function need to be included, since
the amount differences in these inputs should be as low as possible. As we show
in Chapter 10 and Chapter 11 sometimes not all inputs need to be stored. Let H
be an iterative hash function model. In the following we show how a generator
matrix for the linear code described by LH is constructed. Without loss of
generality we consider one block of the hash computation.

Let AW € {0,1}* be the differences in all inputs bit-wise concatenated,
AZ € {0,1}! the differences in all intermediated values bit-wise concatenated
and AO € {0,1}" the output difference of HL(AW). A codeword cw of the
linear code is defined as

cw = (AW, AZ, AO).

In order to construct a generator matrix we compute cw; for AW = e; where e;

is the i-th unit vector, for ¢ = 1,..., k. The generator matrix is then given by
Cw1
Grx (k+i+n) = : - (9.1)
CWp

Note that, the resulting generator matrix is systematic. A systematic generator
matrix has the form
Grxm = [Ix|B],

where Iy is the identity matrix of dimension k. In the following we also need
the definition of a check matrix. The check matrix is derived from the generator
matrix as follows:

H =[BT |Ih_4].

A check matrix is used to test if a codeword ¢ belongs to the corresponding linear
code, since H - ¢ = 0 holds for any codeword of the corresponding linear code.
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In coding theory there are different applications where it is important to
construct codewords with a low Hamming weight. Although determining the
minimum weights of linear binary code is an NP-complete problem [BMvT78],
the general problem of finding a codeword of a weight bounded to a given value
is not proved to be NP-hard. Therefore, different probabilistic algorithms has
been developed to search for such codewords. These algorithms are using the
generator matrix or the check matrix for the search. By applying such a search
algorithm to linear code described by the linear model of a hash function, we
search for differential characteristics with high probabilities.

Collision Producing Characteristics

In order to search for differential characteristics which produce a collision, i.e.
AO = 0, we need to shorten the linear code. A shortened code of a linear code
C is the set of all codewords of C' which are zero at a fixed coordinate with
that coordinate deleted. Those codewords in C' with 1 at that coordinate are
removed from C. The generator matrix of the shortened code is derived from
the generator matrix (10.6). First Gaussian elimination is used to remove all
elements equal to 1 from the columns corresponding to AO. Next the row and
the column with the remaining 1 are removed from the matrix. Hence, the length
and dimension of the code is reduced by one for each output bit resulting in a
generator matrix with dimension k£ — n and length & + [.

9.2.3 Algorithms for Low Hamming Weight Search

In the following, we briefly discuss three algorithms which can be used to search
for a low Hamming weight codeword in a linear code.

Canteaut’s and Chabaud’s Algorithm

Leon published [Leo88] a probabilistic algorithm which was later improved by
Chabaud [Cha94] and led finally to the efficient algorithm proposed by Can-
teaut and Chabaud [CC98]. This iterative algorithm basically looks for small
Hamming weight codewords in a smaller code. Such a codeword is considered
as a good candidate for a low Hamming weight codeword for the whole code.
Given a systematic generator matrix, the algorithm randomly selects o columns
of it and splits the selection in two sub matrices of equal size. By computing
all linear combination of p rows (usually 2 or 3) for each sub matrix and storing
their weight, the algorithm searches for a collision of both weights which allow
to search for codewords of 2p. Then two randomly selected columns are inter-
changed, followed by one Gaussian elimination step. This procedure is repeated
until a sufficiently small Hamming weight is found.

One should note that the parameter ¢ has an upper bound regarding the
implementation aspect. By using a preallocated table for all possible p linear
combinations of the first submatrix, the search for a collision of weights is signif-
icantly improved. Therefore, the parameter is limited by the amount of available
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memory. However, Canteaut’s and Chabaud do recommend a value of 20 for the
codes used in [CC98], which is small enough, but it is unclear if it is the best
choice for codes considered here.

Stern’s Algorithm

Stern’s algorithm [Ste88] uses the check matrix of a linear code, rather than the
generator matrix as Canteaut and Chabaud do. Nevertheless it is easy to convert
a generator matrix to a check matrix and vice versa. Let be H the (n — k) x n
check matrix for a [n, k] code over Fy. The algorithm selects (n — k) columns of
H. A subset Z of | columns out of the (n — k) columns is randomly selected.
The remaining & columns of H are partitioned into two sets where each column
is chosen independently and uniformly to join one of the two sets. The algorithm
then searches for codewords that have p nonzero bits in both sets, zero nonzero
bits in Z and w — 2p nonzero bits in the remaining columns, where w > 0 is an
input chosen by the user. If there are no such codewords, the algorithm starts
again at this beginning.

Ball-Collision Algorithm

Bernstein et al. [BLP10] proposed recently a new algorithm. Their algorithm
operates on a given check matrix. The algorithm selects a random information
set in the check matrix and then searches for vectors having a particular and
complicated pattern. Due to the more complex process we refer to [BLP10] for
a detailed description of the algorithm.

9.2.4 The CodingTool Library

In the subsequent chapters we show for two hash functions that the coding the-
oretic approach can be successfully used to find efficiently L-characteristics with
high probability. This L-characteristics are used in the construction of distin-
guishers, near-collisions or collisions. We developed a toolbox which purpose is
to search efficiently and automated for L-characteristics of a linearised model of
any hash function [Nad10]. Due to the increasing complexity in the design of
hash functions, especially noticeable in the SHA-3 competition, the necessity of
an automated tool was apparent.

The CodingTool library is a new collection of tools for using techniques from
coding theory in cryptanalysis. It is the first tool of this kind publicly available
and published under the GPL 3.0 license. The core part is an implementation
of the probabilistic algorithm from Canteaut and Chabaud [CC98] to search
for code words with low Hamming weight. Additional functionalities like code
shortening, code puncturing or adding a weight to each bit of a codeword are
implemented. Furthermore, the library provides data structures to assist the
user in creating a linear code for a specific problem. An easy to use interface to
the provided algorithms, powerful data structures and a command line parser
reduces the implementation work of a cryptanalyst to a minimum. Beside the
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existing functionality, the library can be extended very easily. A possible im-
provement is the implementation of faster search algorithms or the improvement
of the existing one.

9.3 Finding NL-characteristics

In Section 9.1.2 we describe the technique used by De Canniere and Rechberger
to construct NL-characteristics for SHA-1. Unfortunately, in [DRO6] there are
not many details on how the propagation of conditions is done although this is
a crucial part of the algorithm.

In this section, we generalize the approach, investigate the search algorithm
and show our improvements leading to the best attacks with practical com-
plexities for HAS-160 and SHA-256 (see Chapter 11 and Chapter 12). Most of
our improvements to this technique have been developed during the analysis of
SHA-2. Unfortunately, the approach of Canniére and Rechberger on SHA-1 can-
not directly be applied to SHA-2. We have observed several problems in finding
valid differential characteristics for SHA-2. We have identified these problems
and solved them efficiently. Our extensions and improvements for this approach
are published in [MNS11b] and [MNS11a].

For a more detailed description, we divide the technique into four parts. In
the first part a starting point for the search algorithm is constructed. Next
a search strategy is defined. We show a more general view on the strategy
and present a new and more efficient strategy. The third part consists of the
consistency checks performed during the search. Finally, the last part deals with
the efficient propagation of conditions.

9.3.1 Determining a Starting Point

In the first part of the thesis, we show that a good starting point is important for
the convergence of an iterative numerical method. This is also the case for the
non-linear search algorithm described in this chapter. As shown in Section 9.1.2,
for SHA-1 the starting point is defined by a certain L-characteristic. As we show
in Chapter 11 a starting point can also consist of two different L-characteristics
which are connected through the NL-characteristics. Furthermore, in Chap-
ter 12 we need to extend the general strategy in order to successfully apply the
technique on SHA-256. There we do not use L-characteristics as starting point.
Hence, determining a good starting point depends on the targeted hash function
why we refer to the corresponding chapters for more details.

9.3.2 Search Strategy

In general, our search technique can be divided into three parts: decision, de-
duction and backtracking. Note that the same separation is done in many other
fields, like SAT solvers [GPFW96]. The first aspect of our search strategy is the
decision, where we decide which bit is chosen and which condition is imposed
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at its position. In the deduction part we compute the propagation of the im-
posed condition and check for contradictions. If a contradiction occurs we need
to backtrack and undo decisions, which is the third part of the search strategy.
A basic search strategy to find differential characteristics has been described in
[DRO6] and works as follows.

Let U be the set of all ‘7’ and ‘x’, then repeat the following until U is empty.
Decision

1. Pick randomly a bit in U.

2. Impose a ‘=’ for a ‘7’ or randomly a sign (‘u’ or ‘n’) for ‘x’.

Deduction

3. Compute the propagation.

4. If a contradiction is detected start backtracking, else go to step 1.
Backtracking

5. Jump back to the point where the last sign was imposed and make a
different decision and go to step 1.

Unfortunately, this strategy does not lead to any valid characteristics for
SHA-256. In all cases at least one of the checks described in Section 9.3.3 failed.
The reason for this is that conditions which are not covered by generalized
conditions appear much more often than in SHA-1. Since more advanced checks
are too expensive, we have developed a more sophisticated search strategy to
find valid differential characteristics.

Two-Bit Conditions

Apart from generalized conditions, additional conditions on more than a single
bit are present in a differential characteristic. Especially, conditions on two bits
are needed such that a differential path is valid. These two-bit conditions have
already been used by Wang et al. in their attacks on the members of the MD4
family [WLF*05]. Such two-bit conditions occur mostly in the propagation of
differences through Boolean functions, like used in HAS-160 or SHA-2. The
following example illustrates such conditions.

Example 9.1. Let f be the majority function defined as follows:
f@,y,2) = (@Ay) @ (zNn2) & (yA2)

If an input difference in x should result in a zero output difference of f(x,y, z),
the remaining values y and z should be equal. Hence, we get a condition on two
bits: y = z.
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Similar conditions occur in various Boolean functions. Two-bit conditions
are not covered by generalized conditions and thus, not shown in the charac-
teristics given in [DRO6]. However, two-bit conditions may lead to additional
inconsistencies. The structure of such inconsistencies depends on the actual used
Boolean functions. Therefore, we refer to Chapter 12.4.3 for more details.

Even if we include two-bit conditions to the approach, the above search
strategy does not lead to valid characteristics for SHA-256, since more complex
conditions occur. Since it is not feasible to track all possible conditions during
a search, we developed a new search strategy.

Advanced Search Strategy

In our approach we already determine some message bits during the search for a
differential characteristic. Generally speaking, we are combining the search for
a conforming message pair with the search for a differential characteristic. In
doing so we consider those bits much earlier, which are involved in many relations
with other bits. This way, we can detect invalid characteristics at an early stage
of the search. However, this should not be done too early to not restrict the
message freedom too much. In addition, we are remembering critical bits during
the search to improve the backtracking and speed-up the search process. In the
following, we describe the used search strategy in more detail.

In general we have two phases in our search strategy where different bits are
chosen (guessed) and we switch between these two dynamically. Phase 1 can be
described as follows:

Let U be the set of all ‘7> and ‘x’.
Repeat the following until U is empty:
Decision

1. Pick randomly a bit in U.

[3

2. Impose a ‘=’ for a ‘?? or randomly a sign (‘u’ or ‘n’) for ‘x’.

Deduction

3. Compute the propagation as described in Section 9.3.4.

4. If a contradiction is detected start backtracking, else apply the addi-
tional checks of Section 9.3.3.

5. Continue with step 1 if all checks passed, if not start backtracking.
Backtracking

6. If the decision bit is ‘x’ try the second choice for the sign or if the
decision bit is ‘7’ impose a ‘x’.

7. If still a contradiction occurs mark bit as critical by including it in
set C.
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8. Jump back until all critical bits in C can be resolved.

9. Continue with step 1.
Note that, the additional checks in step 4 are optional and a trade-off between
number of checks and speed has to be done. The additional steps in the back-
tracking process improve the search speed significantly and prevent that critical
bits result in a contradiction again.

Once phase 1 is finished (U is empty) we continue with phase 2 which can
be summarized as follows.

Let U’ be the set of all ‘-’ with many two-bit conditions.
Repeat the following until U’ is empty:
Decision

1. Pick randomly a bit in U’.

2. Impose randomly a ‘0’ or ‘1°.
Deduction

3. Compute the propagation as described in Section 9.3.4.

4. If a contradiction is detected start backtracking, else apply additional
checks from Section 9.3.3.

5. Continue with step 1 if all checks passed, if not start backtracking.
Backtracking

6. Try the second choice of the decision bit.
7. If still a contradiction occurs mark bit as critical.
8. Jump back until all critical bits can be resolved.

9. If necessary jump back to phase 1, otherwise continue with step 1.

Choosing a decision bit with many two-bit conditions ensures that bits which
influence a lot of other bits are chosen first. Therefore, many other bits propagate
by defining the value of a single bit. We want to note that due to step 9, we
actually switch quite often between both phases in our search.

Additionally, we restart the search from scratch after a certain amount of
contradictions or iterations to terminate branches which appear to be stuck
because of exploring a search space far from a solution.

Note that, depending on the set U’ the algorithm can run until a complete
conforming message pair is found.
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Table 9.3: Search parameters for the algorithm.

Parameters
size limit for |C|
number of two-bit conditions for a bit in U’
number of contradictions before a restart from scratch

Search Parameters

Our search strategy has several configurable parameters. In Table 9.3 these
parameters are listed.
The number of critical bits which need to be resolved simultaneously is the first
parameter. In our experiments the number of iterations until a solution is found
changes with the parameter changing. If it is too small the convergence to a
solution is slow. On the other hand if the parameter is too large the search is
more likely to be directed to invalid characteristics. Hence, this parameter has
to be chosen carefully. The second parameter controls which bits are included
in U’ in phase two. One bit can be involved in several two-bit conditions. The
parameter specifies the minimum number of two-bit conditions of one bit such
that it is included in C’. The value vary for different hash functions, but at least
those bits with the maximum number of two-bit conditions are included. The
last parameter defines the number of iterations after the search is restarted from
scratch.

Note that the appropriate values for the parameters depend on the hash
function and on the starting point as well. Hence, the values are determined
empirically for each application.

9.3.3 Consistency Checks

To avoid inconsistent differential characteristics, we have evaluated a number of
checks to detect contradictions as early and efficiently as possible. Note that
a test which is able to detect many contradictions is usually also less efficient.
However, also a simple test may detect a contradiction at a later point in the
search. Depending on the target hash function the number of complex conditions
can be high and hence they can be difficult to detect. Therefore, a trade-off has
to be made.

Two-Bit Condition Check

Two-bit conditions are linear conditions in Fy since such conditions can only be
either equal (y = z) or non-equal (y # z). Contradictions in two-bit conditions
are efficiently detected by determining all two-bit conditions, setting up a linear
system of equations and checking if the system is solvable by computing the
rank.
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Single-Bit Condition Check

A quite expensive test is to check for every bit restricted to ‘=’ or ‘x’ whether
both possible cases (0’ and ‘1’, or ‘n’ and ‘u’) are indeed still valid. If
both choices for a single bit are invalid we know that the whole characteristic
is impossible. Note that a similar check has been done by De Canniere and
Rechberger in their attack on SHA-1. Of course these tests can be extended to
other generalized conditions as well. However, it turned out to be more efficient
to apply this check only rarely and only to specific conditions during the search.
Furthermore, we have improved the speed of this complete test by applying it
only to bits which are restricted by two-bit conditions.

Complete Condition Check on a Set of Bits

Since even the complete condition check is not able to detect many contradic-
tions, we have analysed different variants of setting all possibilities for all or
selected combinations of 2, 3 or 4 bits. Such tests indeed detect more impossible
characteristics but are very inefficient to compute and thus, cannot be effectively
used during the search for differential characteristics.

9.3.4 Efficient Condition Propagation

The efficient propagation of new conditions is crucial for the performance of the
algorithm, since it is the most often needed operation in the search algorithm.
Due to the nature of the search algorithm where changes to the characteristic
(using generalized conditions) are done on bit-level, we perform the propagation
of conditions also on bit-level. At the beginning of the search every bit has at
least one of the 16 generalized conditions (see Table 8.1). During the search we
impose conditions on specific bits. These bits are inputs or outputs of functions.
If a bit in the output is changed then all bits which are used to determine this
output bit are updated. We call such a set of bits a bit-slice. If the changed
bit is an input of a function then all other bits of the corresponding bit-slice are
updated. The following example illustrates this process.

Example 9.2 (Condition Propagation). Let f : Fa, — F3o be the Boolean IF
function operating on 32-bit words and defined as follows:

flr,y,2)=(xAy) D (-xAz)=o.

Then the output bit o; depends on {x;,y;,z;} and the set {x;,y;,z;,0;} forms a
bit-slice. If the generalized condition Vx; changes then the conditions of the set
{Vz;,Vy;,Vz,Vo,} are updated.

In our approach the update process is done exhaustively by computing all
possible conditions of a bit-slice. This seems at first to be inefficient but we are
using three techniques to significantly speed up the process. However, the update
process for a modular addition is done in a slightly different way. The bit-slices
of a modular addition contain also input carry and output carry. Hence, the
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bit-slices are connected through the carry bits. If the condition for a carry bit
changes then the connected bit-slice is updated as well. Furthermore, the whole
update process is iterative and updates bits until conditions do not change any
more.

Split-Up

The first technique is to split the step update of a hash function into smaller
functions such that the number of inputs of one function is low. How this is done
best depends on the actual hash function. The following example illustrates this
step.

Example 9.3 (Split Up a Function). Let f : F3, — F3a be defined as follows:
flzyy, z,u,v,w) = (2 Dy ® z) +u+ v+ w).
Then we split f into following sub-functions:

fO(l'vyaz) = x®y@'z:t
filu,v,w,t) = ut+v4+w+t

In Example 9.3 a function performing a XOR of three inputs added to the
result of an addition of three other inputs is split up in one sub-function perform-
ing the XOR operation and introducing a new state word, and a second function
for the addition of four inputs. In that way we reduce the computational com-
plexity of one propagation step. The drawback of this method is that we lose
the relation between the sub-functions compared to a combined propagation.

Caching

The second technique is caching. By using a cache in the update process, a
significant speed-up is achieved. A cache is a component that transparently
stores data so that future requests for that data can be delivered faster. The
data that is stored within a cache are generalized conditions for a group of bits
before the update process and the result after the update process. Now before an
update of a group of bits is done exhaustively, the update result is requested from
the cache. If the cache contains the data (cache hit), no further computation
has to be done. Otherwise (cache miss) the update is done as explained above
and the result is added to the cache.

Note that, for functions with a low amount of inputs we can precompute a
table with all possibilities and therefore omitting the exhaustive computation
completely for this function.

Generalized Conditions and Linear Functions

The third speed-up is achieved from a special treatment of generalized conditions
and linear functions. The generalized conditions in Table 8.1 are linear except
for four conditions (‘7?,‘B’,‘D’ and ‘E’). In Table 9.4 we extend the previous



9.3. Finding NL-characteristics 119

Table 9.4: Linear generalized conditions.

(x¥,x;) | (0,0) (1,0) (0,1) (1,1) linear
? v v v v
- v - - v zi+zi =0
X - v v - i +axl =1
0 v - - - x; = 0,27 =
u - v - - z; =0,z =1
n - - z; =1z =0
1 - - - =1l =1
# - - - -
3 v v - - xX; =0
5 v - v - zy =0
7 v v v -
A - v - v x; =1
B v v - v
C - - v v z; =1
D v - v v
E - v v v

table by the corresponding linear equation. Let f : Fy — [F3* be a linear function

with n > m. Such a linear function can be described by a matrix L € Fy* ("™

with the property

yf(x)@L[;j]O. (9.2)
Since we are considering pair of bits, we also get
y* = fa*) = L [ ”y“" } =0. (9.3)

Now we merge (9.2) and (9.3) into one matrix L':

x T 0

L 0 Y _ 7| Y _ 10
[ 0 L } ¥ | L ¢ | |0 (9-4)

y* Y 0

L’ is precomputed and modified during the update process. If the generalized
conditions of one or more bits are changed which correspond to a linear function,
the update is done as follows:

1. Back-substitute each linear generalized condition of the changed bits into
L.

2. Use Gauss-Jordan elimination to turn L’ again in reduced row-echelon
form.
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3. Check each row if it represents a linear generalized condition.

4. Check each linear combination of corresponding two rows if it represents
a linear generalized condition.

5. Set the linear generalized condition for the corresponding bit.
6. For non-linear generalized conditions use the bit-wise update approach.

Using this update process many bits are updated at once which results in a
performance improvement. Furthermore, there are linear functions where the
bit-slice update approach does not reveal all new propagated conditions. The
problem is solved using this method. We refer to Section 12.5.4 for more details.

9.4 Summary

In this chapter, we reviewed the recent collision attacks on the hash function
SHA-1. First Wang et al. [WYY05b] presented a collision for 53 out of 80 steps.
They used a long L-characteristic and a complex NL-characteristic to connect
it to the chaining input. De Canniére and Rechberger [DR06] proposed a new
algorithm to search automatically for such NL-characteristics and were able to
present a collision for 64 steps. They later improved their result up to 70 steps.

In Section 9.2, we showed how L-characteristics with high probability can
be found. The technique is based on coding theory, since finding differential
characteristics for a linearised model of hash function is related to the problem
of finding codewords with low Hamming weight in a linear code. We showed
how a linear code is constructed from a linearised model and presented three
probabilistic algorithms searching for low Hamming weight codewords. We pub-
lished an open-source toolbox [Nadl0] which searches for L-characteristics for
any linearised model of hash function automatically. The toolbox implements
a search algorithm, interfaces, data structures and several other useful meth-
ods. The abstraction level is high, so that a cryptanalyst does not have to care
about complicated implementation details. Furthermore, the library was used
in attacks on different hash functions, presented in the subsequent chapters.

In Section 9.3, we investigated the approach by De Canniere and Rechberger
[DRO6]. We presented a more general description of their algorithm and gave
details which are missing in [DR06]. Furthermore, we extended their technique
in several ways. First of all, we generalized their search strategy and presented
a more efficient strategy. Secondly, we included two-bit conditions in the search
process which is essential for SHA-2 and showed different ways to perform con-
sistency checks. Finally, we show how the propagation of new conditions can be
done efficiently.



Application to SIMD

SIMD is a round 2 candidate of the SHA-3 competition [Nat09] designed by
Leurent et al. [LBF09al. It is an iterative hash function based on the Merkle-
Damgard design principle (see Section 8.1). It is a wide-pipe design producing a
hash value up to 512 bits, denoted by SIMD-n, where n is the output length. For
the remainder of this chapter wherever we mention SIMD we refer to SIMD-512.
The design of the compression function is similar to the MD4 family. Fur-
thermore, the mode of operation used in SIMD has been proven to be secure
[CNO08, MT07]. The designers additionally provide bounds for a large class of
differential attacks. Most of the security is based on the message expansion.

Although, SIMD is a new hash function, with significantly increased com-
plexity compared to the MD4 family, we show in two attacks that well-known
techniques as described in Section 9.2 are applicable. However, due to the in-
creased complexity automated tools are necessary. In our first attack we con-
struct an L-characteristic that holds with high probability for the compression
function of SIMD-512. The L-characteristic is used to build a differential q-
multicollision which serves as a distinguisher for the compression function. The
attack has a complexity of 2427-60 compression function calls. Including the out-
put transformation we can distinguish the output of SIMD-512 from random
with a complexity of about 242974 compression function calls.

Due to our first attack, the designers tweaked SIMD [LBF09b] to prevent it.
However, we present a distinguisher for the tweaked version as well. We show
how one can use the boomerang attack on a hash function to construct a dis-
tinguisher with high probability. For the boomerang attack we again construct
L-characteristics that hold with high probability. The first result is a distin-
guishing attack for the full permutation of SIMD-512 with complexity ~ 2226-52,
Next we show how this distinguisher can be extended to the full compression

121
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function of SIMD-512. with complexity ~ 22996, The strategy to construct
such second order differentials is based on the recently proposed cryptanalysis
of reduced SHA-2 [LM11] and Blake [BNR11].

Although, we do not attack the whole hash function, we show non-random
properties of the SIMD-512 compression function. Our attacks do not invalidate
the security claims of the designers, since most of the security comes from the
message expansion. However, we want to point out that the non-randomness of
the compression function of SIMD effects the applicability of the proofs for the
mode of operation build upon it. The results of this chapter have been published
in [MNO09, MN11].

10.1 Related Work

The amount of available cryptanalysis of SIMD is low compared to other SHA-3
candidates. A round reduced version of tweaked SIMD was attacked by Nikoli¢
et al. [NPSS10]. They presented distinguishers for the compression function
of SIMD-512 reduced to 24 round with a linearised message expansion and re-
duced to 12 rounds with unmodified message expansion. Both attacks work for
the tweaked version and are based on rotational properties of the compression
function. The success probabilities for the distinguishers are 27497 and 27236
respectively.

Later Yu and Wang [YW11] presented a free-start near-collision attack for
SIMD-256 reduced to 20 rounds and for SIMD-512 reduced to 24 rounds. The
attack complexities are 2197 and 22°8, respectively. Furthermore, they showed a
distinguisher for the full compression function with complexity 2398, All attacks
are for the tweaked version.

Finally, the designers [BFL10] published a free-start distinguisher for the
compression function exploiting the existence of symmetric states. Furthermore,
they showed that distinguishers without differences in the message have only a
minimal impact on the security of the hash function.

Higher-order differentials have been introduced by Lai in [Lai92] and first
applied to block ciphers by Knudsen in [Knu94]. The application to stream ci-
phers was proposed by Dinur and Shamir in [DS09] and Vielhaber in [Vie07].
Recently, Lamberger and Mendel [LM11] showed how higher-order differentials
can be used to attack SHA-256 and presented a distinguisher for 46 steps. This
result was improved to 47 steps in [BLMNI11]. The attack is similar to the
boomerang attack and the inside-out attack by Wagner [Wag99] or the rectangle
attack by Biham et al. [BDKO1], all three used in the cryptanalysis of block
ciphers. A previous application of the boomerang attack to hash functions is
due to Joux and Peyrin [JP07], who used the boomerang attack as a neutral bits
tool to speed-up existing collision attacks. Furthermore, Biryukov et al. [BNR11]
presented a boomerang attack on the SHA-3 finalist Blake resulting in a distin-

guisher for 7 rounds of the Blake-32 compression function with a complexity of
9232
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10.2 Description of SIMD

SIMD is an iterative hash function that follows the Merkle-Damgard design prin-
ciple (see Section 8.1). The main component of a Merkle-Damgard hash function
is the compression function. In the case of SIMD-512 to compute the hash of a
message M, it is first divided into k chunks of 1024 bits. By the use of a message
expansion one block is expanded to 8192 bits. Then the compression function is
used to compress the message chunks and the internal state. The padding rule
to fill the last blocks is known as the Merkle-Damgéard strengthening. The initial
value of the internal state is called I'V and is fixed in the specification of the hash
function. The output transformation is a truncation in SIMD. The internal state
of SIMD contains 32 32-bit words and is therefore twice as large as the output.
SIMD consist of 4 rounds where each round consist of 8 steps. The feed-forward
consists of four additional steps with the IV as message input. Since we apply a
compression function attack independent from the message expansion, we omit
the description of the message expansion. For a detailed description of the hash
function we refer to [LBF09a].

Due to our first attack on SIMD [MNO09], the designers changed the permuta-
tions and rotation constants in the step function to prevent the attack [LBF09b].
In the following, SIMD 1.0 refers to the unchanged specification and SIMD 1.1
to the new version. We first describe SIMD 1.0 and afterwards the changes made
for SIMD 1.1.

Notation. For the specification of SIMD we use the notation presented in
Table 10.1.

Table 10.1: Notation

Notation | Description
=X inversion of X

XaeY bit-wise XOR of X and Y
XAY addition of X and Y modulo 232
X <« n | bit-rotation of X by n positions to the left
X >>n | bit-rotation of X by n positions to the right
X<Kn bit-shift of X by n positions to the left
X>n bit-shift of X by n positions to the right

10.2.1 SIMD step function

The core part of SIMD is the step function of the state update. Figure 10.1
illustrates the step function at step . The state update consists of eight step
functions in parallel. To make the step function dependent from each other,
(A;t_(ll.) < r') is included in a modular addition, where pt(i) is a permutation,
which is different for each step. Equation (10.1) is the formal definition of the
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Figure 10.1: Update function of SIMD at step t. ¢ =0,---,7.

step function.

Al = (D 8wl BO(A;T BT OTY) < 8T B (AL << rf)
Bl = Al <« ot
Cct = Bt
Dl =it
1 K3

(10.1)

The permutation p is separated in 4 different permutations:

0(x) x+1 (mod 8), if x=0 (mod 2)
xTr) =
b z—1 (mod 8), otherwise

() = x+2 (mod 8), if =0 (mod 4) or z =1 (mod 4)
b ~ lz—2 (mod 8), otherwise

p*(z) =7 -z (mod 8)

p*(z) =244 (mod 8)
The permutation used at step ¢ is pt M4 4 As mentioned before, the 32 steps of
SIMD are divided into 4 rounds, each consisting of 8 steps. The boolean function

® and the rotation constants (s and r) for a round are given in Table 10.2. The
Boolean functions IF and MAJ are defined as follows:

fIF($7y7 Z) = (37 A y)'(ﬁ‘r A Z)
fyuas(@,y,z) = (@ Ay)l(z Az)|(y A z).
In Table 10.3 the rotation constants for each round are given. The feed-forward

consist of four steps using the same step function. Table 10.4 lists the used
Boolean function and the rotation constants for the feed-forward.
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Table 10.2: & and rotation constants for a round.

[ Step| @ | r | s |
0 IF o 1

1 IF 1 T
2 IF o T3
3 IF T3 ™0
4 MAJ | mo | m
5 MAJ st o
6 MAJ o T3
7 MAJ ™3 )

Table 10.3: Rotation constants for SIMD 1.0.

]Round\ﬂ'olﬂ'l\wz\ﬂ'g‘

0 3 | 20| 14 | 27
1 26 | 4 | 23|11
2 19 1 28 | 7 | 22
3 150 5 129 9

Permutations and Constants for SIMD 1.1.

Due to our first attack on SIMD [MNQ9], the designers changed the permutations
and constants to prevent the finding of L-characteristics that hold with high

Table 10.4: ® and rotation constants for the feed-forward of SIMD 1.0.

] Step ‘ P ‘ T ‘ s ‘
0 IF | 15| 5
1 IF | 5 |29
2 IF | 29| 9
3 IF | 9 | 15
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probability. The permutation p is given by:

0

p(z) = zo1
pi(z) = z@6
pir) = z®2
) = @3
pix) = z®5
p(x) = z@7
) = z@4

The permutation used at step ¢ is pt ™°d 7. Tn Table 10.5 the rotation constants
for tweaked SIMD are given. Table 10.6 lists the used Boolean function and the

Table 10.5: Rotation constants for SIMD 1.1.

Round‘ﬂ'g‘ﬂ'l‘ﬂ'z‘ﬂ'3‘

0 3 | 23| 17 | 27
1 28 |19 | 22| 7
2 291 9 [ 15| 5
3 4 |13 | 10 | 25

rotation constants for the feed-forward.

Table 10.6: ® and rotation constants for the feed-forward of SIMD 1.1

]Step“b‘r‘s‘

0 IF | 4 | 13
1 IF | 13 | 10
2 IF | 10 | 25
3 IF | 25| 4

10.3 Finding L-Characteristics for SIMD

In both attacks we construct L-characteristics for the compression function us-
ing the approach described in Section 9.2. Therefore, we describe how the com-
pression function is linearised in order to be able to construct a linear code.
Afterwards, we construct a generator matrix for this code and reduce the code
length significantly. Note that this step is equal for both versions of SIMD.



10.3. Finding L-Characteristics for SIMD 127

10.3.1 Linearising the SIMD Compression Function

The step function (10.1) is the only part of SIMD which has to be linearised.
The non-linear parts of this function are the modular additions and the Boolean
function ®. In the attack, we replace all modular addition by XORs. The
function ® depends on the current step and is either the IF function or the MAJ
function. To choose a good approximation for those, we have to take a closer
look on the differential behaviour of them.

Differential behaviour of IF and MAJ

The differential behaviour of IF and MAJ is already discussed in [Dau05]. IF
and MAJ have three inputs. Table 10.7 shows the differential propagation of the
Boolean functions regarding XOR-differences.

Table 10.7: Differential propagation of IF and MAJ.

Ax Ay Az AIF \AMAJ‘
0 0 0 0 0

0 0 1 z®1 TDY

0 1 0 T TPz

0 1 1 1 yPzdl

1 0 0 ydz YDz

1 0 1 rTBy>dz rdzd1

1 1 0 rByEzPl | xpyadl

1 1 1 yPzd1 1

Since we aim for low weight characteristics, we replace the Boolean function
® with the O-function, with respect to its differential behaviour, i.e. an input
difference in ® results in no output difference, no matter if IF or MAJ is used.
This has probability 1/2 in most cases. One can see that there is exactly one
input difference for IF and one for MAJ where the output difference is always
one. We discard characteristics with such properties. Finally, the linearised step
function looks as follows:

Ap = (DIt o wf 00) < s' o (AL << ')
Bl = AT < ot

Ct =Bt

D=t !

(10.2)

Note that for the feed-forward w! is equal to one word of the IV.
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10.3.2 Construction of a Generator Matrix

To construct the generator matrix for the linearised compression function of
SIMD, we proceed as explained in Section 9.2.2. We first need to add the input of
the linearised model to the codeword. Since we target the compression function
and introduce only differences in the I'V, the chaining input is the only input.
Furthermore, we have to include each part where differences could decrease the
success probability. Let the vector

Acv' := (AALAB!ACEHADY), (10.3)

for i = 0,---,7 and cv! € {0,1}1924 be the bit-wise concatenation of all differ-
ences in the chaining values at step ¢. Then the vector

Adc = (AIV, Acvt, - Acv®®),

where Adc € {0, 1}V 1024 represents the differences in the IV, chaining values
after each step and the output of the SIMD compression function for N steps
including the feed-forward. Adc is one codeword of the linear code and therefore
a differential characteristic. To construct the generator matrix for the linear
code, we proceed as follows:

1. Compute Adc; with the input difference AIV; = e;, where e; € {0,1}1024
is the j-th unit vector.

2. Repeat the computation for j =1,...,1024.

The resulting systematic generator matrix of the linear code for the linearised
SIMD compression function is defined in the following way:

G1024><N~1024 = [11024><1024|CV]7 (104)

where C'V is defined by
Adcl

Adci24

10.3.3 Reducing the Code Length

The linear code for all steps is large and therefore the search space. Hence,
it is important to keep the code as small as possible. If we take a closer look
on the dependencies of each chaining value, one can see that only the A;’s are
updated at each step and the other values only depend on them. Therefore, we
can reduce the code size by only considering the A;’s at each step function. The
definition of Acv' in Equation (10.3) changes to

Acv' = (AAD), (10.5)
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Following the same procedure above, the resulting generator matrix is much
smaller, namely

G1o24% (10244 N-256) = [T1024%1024|CV]. (10.6)

Therefore, the performance of the search for low Hamming weight codewords is
increased.

10.3.4 Finding Codewords with Low Hamming Weight

We used the probabilistic algorithm by Canteaut and Chabaud implemented
in the CodingTool Library (see Section 9.2.3). Additionally, we check for each
codeword if differences at the input of the Boolean function result in a guaranteed
output difference. If this is the case we discard the codeword.

10.3.5 Estimating the Probability for a L-Characteristic

To compute the probability of the found differential characteristic, we have to
consider the differences entering the Boolean function ® and the modular addi-
tions.

The Boolean Function ®

The probability for blocking a difference in one bit at the input of ® is 1/2 or
0 for some cases, but then the characteristic is discarded (see Section 10.3.1).
Hence, the total probability is determined by the sum of all differences at the
input. Note, that differences at the same bit positions are counted only once.
The overall probability for step ¢ is defined by 27%, where z is given by

7
> hw(AATNVABITTVACTY)

=0

and hw(-) is the bit-wise Hamming weight of a 32-bit word.

The Modular Additions
Consider the additions (10.7) from the step function (10.1).

(AD;™' B Awj) << s" B (AAL L) << 1) (10.7)

We could consider each modular addition separately and prevent a carry for
each bit difference, but this would result in a rather conservative estimation.
By allowing carries in the first addition, we can compensate them at the second
addition. However, this is not that easy, because of the rotation after the first
modular addition.

First we take a look at the following addition:

AD!™' B Aw!.
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If we have a difference at the same bit position, we can cancel them out with
probability 1/2. The overall probability to cancel out such differences for step ¢
is 27Y, where y is defined by

7
Y= Z hw(AD!1 A Aw).

1=0

Note that Aw! # 0 only for the feed-forward. If there is only a difference in one
input of the modular addition (bit-wise), we allow carries. However, we do not
want that the carry expansion is destroyed, due to the rotation to left by st bits,
since we cannot compensate this in the second addition. To take care of this
problem we have to consider two cases.

Let be I; the bit position of the j-th difference in ADE‘1 before the rotation,
I after the rotation and duss(l;) (duss(l})) the distance of I; (I;) to the most
significant bit (MSB). The first case is dusg(l;) < s', i. e. the difference is rotated
over the MSB. Therefore, we have to ensure that the carry expands at most to
the MSB from the position of the difference before the rotation. The probability

for that is
1 — 2 des(ly)

The second case considers dysg(l;) > s*, 4. e. the difference is not rotated over
the MSB. In this case we have to ensure that the carry expands at most to the
MSB from the position of the difference after the rotation. The probability for

that is
1 — 9—duss(l})

This differentiation has to be done for each difference in AD!™'. The overall
probability is given by the product of all single probabilities.
In the last modular addition
(ADI! «< ') B (AA;:(li) <« rh),
we first cancel out differences at the same bit positions of both variables with
probability 1/2 for each such difference. In the last step we compensate the
carries from the first addition with the same probability. Finally, the overall
success probability for the second modular addition is 277, where z is defined as

follows:
7

zi= ) hw(ADIT < stV AALL <),

pt(i
i=0

Note, that we ignore differences in the MSB for these calculations, which results
in a small improvement.

10.4 Distinguishers

In this section, we describe two types of distinguisher which are used in our
subsequent attacks (see Section 10.5 and Section 10.6).
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10.4.1 Differential ¢g-multicollision

In our first attack, we use an L-characteristic to construct a g-multicollision
as distinguisher (see Section 10.5). The notion of differential g-multicollision
was introduced by Biryukov et al. [BKNO09] in the cryptanalysis of AES-256.
They show that differential g-multicollisions can be found for AES-256 with a
complexity of ¢ - 267, while for an ideal cipher an adversary needs at least
q—2
O(q-2a+2™) (10.8)

time. Note that in [BKNO09] the attack is described for a block cipher. However,
it can be easily adapted for a random function. Below we repeat the basic
definition and lemma, we need for the distinguishing attack for the compression

function of SIMD 1.0.
Definition 10.1. A set of two differences and q pairs

{AIVa AMv (I‘/la Ml)’ (I‘/Q’ M2)7 ) (Ivaq)}
is called a differential g-multicollision for fry(-) if

frvi(Mh) © frviearv(Ma & AM) = ffvz (Mz) © frisearv(Ma © AM)
== frv,(My) ® frv,earv(M, ® AM).

In the case of SIMD, f is the compression function and AM is equal 0.
Lemma 10.1. To construct a differential qg-multicollision for an ideal function

with an n-bit output an adversary needs at least O(q - 2‘1+2 ) queries on the
average.

The proof for Lemma 10.1 works similar as in [BKNO09] for an ideal cipher.
In Section 10.5.2, we show how to find a differential g-multicollision for the
SIMD 1.0 compression function with a complexity of about ¢ - 242°-28 instead of
the expected »

.9 m 1024

10.4.2 Higher-Order Differentials and Hash Functions

In Section 10.6 our attack is based on the boomerang attack. In order to find a
distinguishing property we construct a second order differential collision for the
compression function. In this section we recall the basic definitions and give a
high level description of the attack strategy.

While a standard differential attack exploits the propagation of the difference
between a pair of inputs to the corresponding outputs, a higher-order differen-
tial attack exploits the propagation of the difference between differences. Higher-
order differential cryptanalysis was introduced by Lai in [Lai94] and subsequently
applied to block ciphers by Knudsen in [Knu94]. We recall the basic definitions
that we will need in Section 10.6.
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Definition 10.2. Let (S,+) and (T,+) be Abelian groups. For a function F :
S — T, the derivative at a point a € S is defined as

A F(z) = F(x +a) — F(x). (10.9)
The i-th derivative of F at (a1,as,...,a;) is then recursively defined as
AD L F(@) = 80 (ALY, F@)). (10.10)

When applying differential cryptanalysis to a hash function, a collision for
the hash function corresponds to a pair of inputs with output difference zero.
Similarly, when using higher-order differentials we define a higher-order differ-
ential collision for a function F' as follows.

Definition 10.3. An i-th order differential collision for a function F is an

i-tuple (a1, as,...,a;) together with a value xg such that
AL 0 F(z0) =0. (10.11)

Note that the common definition of a collision for hash functions corresponds
to a higher-order differential collision of order i = 1.

From (10.11) we see that we can freely choose i + 1 of the input parameters,
i.e. g and a1, ..., a;, which then fix the remaining input. Hence, the expected
number of solutions to (10.11) is one after choosing 2"/ (**1) values for the inputs
and the query complexity is:

~ o/ (i+1) (10.12)

In the following, we will only consider the case i = 2 for which the query com-
plexity of the attack is 2™/3.

In order to construct a second-order differential collision for the function F,
we use a strategy recently proposed in cryptanalysis of reduced SHA-2 in [LM11]
and [BLMN11]. The idea of the attack is quite simple. Assume we are given
two differentials for Fy and F; with F' = F} o Fy, where one holds in the forward
direction and one in the backward direction. To be more precise, we have

Foly+B8)—Fy ' (y) =«
and
Fi(y+~) —Fi(y) =9

where the differential in F{,~ ! holds with probability po and in F; holds with
probability p;. Using these two differentials, we can now construct a second
order differential collision for F'. This can be summarized as follows (see also
Figure 10.2).

1. Choose a random value for X and compute X* =X + 5, Y = X +, and
Y*=X*+1.

2. Compute backward from X, X* Y, Y™ using F(;1 to obtain P, P*,Q,Q*.
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3. Compute forward from X, X* Y, Y™ using F; to obtain R, R*, S, S*.
4. Check if P* — P=Q* —Q and S — R = 5* — R* is fulfilled.
Since
PP—P=Q"-Q=aq, resp. S—R=S5"—R*=9, (10.13)

will hold with probability at least p? in the backward direction, resp. p? in the
forward direction and assuming that the differentials are independent the attack
succeeds with a probability of p3 - p?. Hence, the expected number of solutions
to (10.13) is 1, if we repeat the attack about 1/(p3 - p?) times.

Q a Q"
-———————— B
P « P
- ===== - =9
Fyt Fyt
Fyt Fyt
ﬁ *
,y/,Y,e—— 7777,)7::;» Y
X@::/___@_____)kX/*
F1 Fl
F1 Fl
§.-73 0.5
k/// -
R R*

Figure 10.2: Schematic view of the attack.

10.5 Application to SIMD 1.0

In this section, we present a distinguisher attack on the compression function
of SIMD 1.0 with a complexity of 242769 compression function calls. Including
the output transformation we can distinguish the output of SIMD from random
with a complexity of about 242%™ compression function calls. The distinguisher
is based on a L-characteristic with differences only in the IV. A characteristic
with high success probability is found as described in Section 10.3.

We define a linear code for the whole compression function of SIMD 1.0,
i.e. 36 steps including the feed-forward. Hence, the generator matrix is

G1024x10240 = [T1024x1024|CV].

As described in Section 10.3.1, we block each input difference in the Boolean
function ®, no matter if IF or MAJ is used. This has probability 1/2 in most



134 Chapter 10. Application to SIMD

cases. There is exactly one input difference for IF and one for MAJ where the
output difference is always one. We discard characteristics with such proper-
ties, except in the feed-forward. There we manually correct the characteristic,
resulting in a slightly higher Hamming weight. Furthermore, we use the non-
linearity of the IF function in the feed-forward to decrease the Hamming weight
significantly (see Section 10.5.1).

10.5.1 The Differential Characteristic

We have found several characteristics with low Hamming weight. The best ones
have a weight of 504. We can further reduce the weight by using the non-
linearity of the IF function in the feed-forward. If we do not block all input
differences in the Boolean function, we can cancel out additional differences,
which results in a lower Hamming weight for the subsequent steps. Thus, the
overall success probability of the characteristic is increased. In that way we
can improve the characteristics to a weight of 486. By a detailed analysis (see
Section 10.3.5) we determine the success probability of the characteristics which
is = 2759734 without message modification. If we use additionally message
modification, we increase the probability to ~ 2742528 Table 10.8 presents one
of the differential characteristics with weight 486. Due to space restriction we
do not show the complete characteristic but the differences in the I'V, which is
enough to reconstruct the whole differential characteristic.

Table 10.8: Differences in the IV.

AT [ B [ & [ D ]
00000000 | 00000000 | 00000000 | 00000000
00000000 | 00000000 | 00000000 | 00000000
00000000 | 00000000 | 00000000 | 00000000
00000000 | 104804a0 | 00000000 | 00000000
00000000 | 00000000 | 0500010 | 00000000
00000000 | 00000000 | 00000000 | 00000000
00000000 | 00000000 | 00000000 | 68801201
04004400 | 00000000 | 00000000 | 00000000

~| o] ot x| o po| =] Of| =

In Table 10.9 the characteristic in the steps of the feed-forward, including the
above modifications, is given. The characteristic leads to a guaranteed difference
in one bit at the output of ® in the third step of the feed-forward. By correcting
this manually, the success probability is slightly decreased.

Table 10.10 splits the probability estimation into rounds and steps (the prob-
abilities are given in logs).

Message Modification

To improve the success probability of the differential characteristic we use mes-
sage modification. We have the freedom choosing the actual values of the IV
and the message words. Regarding the message words, we assume that we can
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Table 10.9: Differences in the chaining values in the feed-forward.

Table 10.10: Probabilities in log, for each round and step.

L) T A Bi [ D
(33,0) || 00000000 | 00000000 | 00000000 | 00000000
(33,1) || 00000000 | 00000000 | 00000000 | 00000000
(33,2) || 00000000 | 00000000 | 00000000 | 00000000
(33,3) || 00000000 | 00000000 | 83801001 | 00000000
(33,4) || 00000000 | 00000000 | 00000000 | 0000c008
(33,5) || 00000000 | 00000000 | 00000000 | 00000000
(33,6) || 84d0c901 | 00000000 | 00000000 | 00000000
(33,7) || 80088000 | 8410c1cO | 00000000 | 00000000
(34,0) [| 00000000 | 00000000 | 00000000 | 00000000
(34,1) || 00000000 | 00000000 | 00000000 | 00000000
(34,2) || 00000000 | 00000000 | 00000000 | 00000000
(34,3) || 02090094 | 00000000 | 00000000 | 83801001
(34,4) || 92193831 | 00000000 | 00000000 | 00000000
(34,5) || 01100010 | 00000000 | 00000000 | 00000000
(34,6) || 00000000 | 92192030 | 00000000 | 00000000
(34,7) || 00000000 | 01100010 | 8410c1cO | 00000000
(35,0) || 00000000 | 00000000 | 00000000 | 00000000
(35,1) || 00000000 | 00000000 | 00000000 | 00000000
(35,2) || 00220002 | 00000000 | 00000000 | 00000000
(35,3) || 21620401 | 80412012 | 00000000 | 00000000
(35,4) || 8c010008 | 33432706 | 00000000 | 00000000
(35,5) || 00000000 | 00220002 | 00000000 | 00000000
(35,6) || 00000000 | 00000000 | 92192030 | 00000000
(35,7) || 20000000 | 00000000 | 01100010 | 8410c1cO
(36,0) || 02001118 | 00000000 | 00000000 | 00000000
(36,1) || 00000000 | 00000000 | 00000000 | 00000000
(36,2) [| 00000000 | 44000400 | 00000000 | 00000000
(36,3) || 00000040 | c4080242 | 80412012 | 00000000
(36,4) || 00000000 | 02001118 | 33432706 | 00000000
(36,5) || 00000000 | 00000000 | 00220002 | 00000000
(36,6) || 44000040 | 00000000 | 00000000 | 92192030
(36,7) || a4e04042 | 00000040 | 00000000 | 01100010

Step
m‘ 0 ‘ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 6 ‘ 7 ‘
0 —23.85 | —23.03 | —19.09 | —16.19 | —15.12 | —12.09 | -9 —8.03
1 —7.09 -5 —4 —4 -3 -2 -2 -2
2 -1 -1 -1 -2 -3 —4 —4 -3
3 —4.19 —6 -9 —12 —16 —19.42 | —19 | —23.30
feed-forward —31.05 | —46.09 | —69.46 | —77.34

increase the success probability in the first 4 steps to 1. Since one message block
in SIMD has 1024 bit and is expanded to 8192, we can at least choose the first
32 expanded message words w, but not completely arbitrary. The message mod-
ification for the first 4 steps results in a significant improvement of the overall
success probability, since this probability is low in these steps. However, the
message expansion needs to be studied in more detail to get a good view on
the security of SIMD. It might be possible to improve the attack by using more
sophisticated message modification techniques.
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10.5.2 The Distinguisher

In this section, we present a distinguisher for the full (32 steps and feed-forward)
compression function of SIMD 1.0. It is based on the differential multicollision
distinguisher described in Section 10.4.1 and the high probability differential
characteristic given in Section 10.5.1 for the compression function of SIMD 1.0.

The differential characteristic described in the Section 10.5.1 can be used to
construct a distinguisher for the compression function of SIMD. It is easy to see
that by using the differential characteristic ¢ times one can find a differential
g-multicollision with a complexity of about ¢ - 2°°7-3* compression function eval-
uations. Furthermore, by using message modification (see Section 10.5.1) in the
first 4 steps the complexity of the attack can be significantly reduced, resulting
in a complexity of about ¢-242°-2%. Note that the generic attack has a complexity
of about

q—2
q- 27(1_‘_2-1024

compression function evaluations. Hence, one can distinguish the compression
function of SIMD from a random function with a complexity of about ¢ - 2°07-34
and ¢ - 242528 for ¢ = 6 and ¢ = 5, respectively.

In a similar way as we can distinguish the compression function of SIMD
from random, we can also distinguish the output transformation (last iteration
of SIMD) from random. While the complexity for constructing a differential ¢-
multicollision for the output transformation using the differential characteristic
described in the previous section is the same as before, the complexity of the
generic attack has changed, since the output is only 512 instead of 1024 bits in
the last iteration due to the truncation at the end. Hence, the complexity of the
generic attack is

a=2 .
q- 2q+2~o12.

However, by setting ¢ = 438 and ¢ = 22 for the case with message modification in
the first 4 rounds, we can distinguish the output transformation of SIMD from
random with a complexity of about 438 - 2°07-3% and 22 - 242528 yegpectively.
Table 10.11 provides a summary of the complexities for our distinguisher and
the generic complexities.

Table 10.11: Summary of the attack complexities.

‘ Compression function Output transformation
Message modification ‘ Generic ‘ Our attack Generic ‘ Our attack
7 136 ;
no 6-2810% | 6.250734 | 4382140717 | 438 . 250734
yes 527102 | 592528 | 9.95r%2 | 9g.gasas
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10.6 Application to SIMD 1.1

In this section, we will show how to construct a second order differential colli-
sion which is used as a distinguishing property for the full permutation (com-
pression function without feed-forward) of SIMD 1.1. For the permutation,
the attack strategy described in Section 10.4.2 can be directly applied using
an L-characteristic that holds with high probability for the forward and back-
ward direction. In contrast to the attack on SHA-256 [BLMN11], where the
second-order collision for the internal block cipher immediately transfers to the
compression function, we need to overcome the feed-forward which performs 4
additional steps with the chaining value as message input. In Section 10.6.2 we
show how the attack can be extended to the compression function using a weaker
attack scenario.

The characteristics for both directions are found as described in Section 10.3.
We define for each direction a separate linear code. In order to find the best
place to split the steps, we used linear code with different lengths. The generator
matrix for the backward direction is given by

bw o
Gl024x (1024+k-256) = [11024x1024|CV]

and the generator matrix for the forward direction is given by
fw —
G1024><(1024+(327k)-256) i= [T1024x1024|CV]

k denote the number of steps in the backward direction. Note that, the permu-
tation has 32 steps.

10.6.1 The Differential Characteristics

We have found several characteristics with low Hamming weight. The best ones
are for 18 steps in the backward direction with Hamming weight 72 and 14 step
in the forward direction with Hamming weight 52. The complete L-characteristic
for the backward direction is given in Table 10.12 and for the forward direction
in Table 10.13. To describe the differential characteristics we used signed-bit
differences introduced by Wang et al. [WYO05] in the cryptanalysis of MD5. The
advantage of using signed-bit differences is that there exists a unique mapping
to both XOR and modular differences.
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To estimate the success probability we proceed as described in Section 10.3.5.
Table 10.14 summarizes the overall probability of each characteristic.

Table 10.14: Summary of the success probabilities.

Characteristic || Hamming weight | Probability
backward 72 2-72.04
forward 52 2514

Independency of the Characteristics

The assumption of independent characteristics is quite strong (cf. [Murll]).
Nevertheless, one can check this property easily for few steps in both directions,
which was done for the presented characteristics. Furthermore, the used char-
acteristics have a low Hamming weight, which makes it very unlikely that they
interfere with each other.

10.6.2 Extending the Attack to the Compression Function

In contrast to SHA-2 it is not easy to extend the second-order differential colli-
sion to the compression function since the feed-forward of SIMD is non-linear.
However, the first step of the feed-forward is almost linear and therefore we
can show non-random properties in the output of the state variables D; for
1=0,...,7.

In the feed-forward 4 additional steps with the initial value as message input
are performed. This destroys the distinguishing property at the output of the
permutation. However, the values of D36 for i = 0,...,7 (output of the feed-
forward) are determined already in the first step of the feed-forward and not
modified in the other three steps. By considering only D3¢ for i = 0,...,7 and
accordingly only A? for i = 0,...,7 of the initial value the attack complexity
is only slightly increased. Consequently, the dimension of the input and output
space for the distinguisher is reduced to 256 bits (8 - 32). However, by fixing
the differences in the rectangle in the middle of the second-order differential
characteristic one can construct a distinguisher for the compression function.

Distinguisher for the Compression Function

For the feed-forward of SIMD we extend the scheme shown in Figure 10.2 to the
one shown in Figure 10.3. The function F5 takes two inputs, namely the state
of the last step and the chaining value. As mentioned before we consider only
AY in the initial value and D3¢ at the output which is denoted by the quartets
{Pa,, P3,,Qa,,Q% } and {Rp,,R*p.,Sp.,S*p,}, respectively.
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Figure 10.3: Extending the attack to the compression function.

So far the inputs X, 8 and v were unrelated. Due to the way we build
the second-order collisions, we can see that they are the inputs to a rectangle,
hence they are related in the middle of the rectangle (gray layer in Figure 10.3).
Therefore, we can extend the attacks by fixing 8 and -y, since the complexity
of the generic case for this type of attacks is 2" (or 2¢) [BNR11]. Since we
show non-randomness only in part of the output, namely D; for ¢ = 0,...,7,
the generic complexity of the attack becomes 2! = 2832 = 2256 Hence, by
using the second-order differential characteristic from Section 10.6.1 one can
construct a distinguisher for the compression function of SIMD 1.1. Note that
the distinguisher becomes even more powerful if the attacker can find several of
the above quartets with the same difference.

To summarize, the algorithm works as follows:

1. Use the differential from Section 10.6.1

2. Choose a random value for X and compute X* = X + 3, Y = X 4+, and
Y* = X*+.

3. Compute backward from X, X* Y, Y* using FO*1 toobtain Py,, Py, Qa,, Q%

4. Compute forward from X, X* Y, Y™ using F; and F5 to obtain
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Rp,,R*p;,Sp;,S* D,

5. Check if P; — Pa, = Q% — Qa, and Sp, — Rp, = S*p, — R*p, and
therefore P} — Pa, — Q% + Qa, + Sp, — Rp, — S*p, + R*p, = 0 is
fulfilled.

10.6.3 Complexity of the Attacks

Distinguisher for the Permuation

As described in Section 10.4.2 the generic complexity for the attack is 2"/3. For
the SIMD 1.1 compression function n is 1024 bits. Hence, the generic complexity
is /= 2342, The total complexity of the attack based on the presented characteris-
tic is (272:04.2514)2 ~ 2247 which can be improved by ignoring conditions at the
end. As was already observed by Wang et al. [WYYO05b] in the cryptanalysis
of SHA-1 conditions resulting from the modular addition in the last steps of
the differential characteristic can be ignored, due to the fact that carries can be
ignored since the modular difference at the output stays the same. This reduces
the complexity by a factor 2824 in the backward direction and 22 in the forward
direction which improves the overall complexity by a factor of 221924 resulting
in 2226‘52'

Hence, one can distinguish the permutation of SIMD 1.1 from a random
function with a complexity of about 2226-52 compared to the generic complexity
of 2342,

Distinguisher for the Compression Function

As mentioned before the attack complexity is increased slightly by the feed-
forward. In fact using the backward and forward characteristics from Table 10.12
and Table 10.13 the additional costs are negligible. In backward direction we
have at the end only a difference in AA; ! which needs to be considered. This
difference is rotated to the left by s bits. In the forward direction we have differ-
ences in AB§! and AA3'. Both are input to the Boolean IF function. Blocking
each difference at the input of the IF function costs 22 for both differences.
Additionally, AA3! is used to compute AAZ? in the following way:

AAP =(ADF + AAG" + IF(AAS, AB', ACH)) <« %2

+ (AAY <« r32) (10.14)
In Equation (10.14) only AAg' and AA3' have differences. Only the rotation
to the left by s32 bits adds a complexity about 2!. Finally, we can ignore the
costs of the last three steps in the backward (2824¥7+5) and forward (2!714+2)
direction since we only consider the state variables A; and D; for i = 0,...,7
respectively. The differences in these variables do not change in the last three
steps. Therefore, the total complexity is (272:04720-24.951.4=4.4y2 . 91 . 92 ~, 9200.6,
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Hence, one can distinguish the compression function of SIMD 1.1 from a ran-
dom function with a complexity of about 22906, Note that the generic complexity
for this attack is 22°6.

10.7 Summary

We presented two distinguishers for the compression function of SIMD-512. In
our first attack (see Section 10.5), we constructed a L-characteristic that hold
with high probability for the compression function of SIMD 1.0. We have found
several such L-characteristics with weight 486. Our attack strategy for the dis-
tinguisher is similar to the multicollision distinguisher introduced by Biryukov et
al.. By using the characteristic with the highest success probability, we showed
how to construct a distinguisher, which complexity is below the generic bound.
Even with a still conservative probability estimation, we are able to distinguish
the compression function from random with a complexity of 242760 compression
function calls. Including the output transformation the complexities are still
below the generic bound, i.e. we can distinguish the output transformation of
SIMD from random with a complexity of about 24297 compression function
calls.

Due to this attack, the designers tweaked SIMD. However, in Section 10.6 we
presented a distinguisher for the full permutation of SIMD 1.1 by an application
of the boomerang attack on hash functions. Starting from the middle of the
compression function we used the technique from Section 9.2 to find two dif-
ferential characteristics, one for the backward direction and one for the forward
direction, which hold with high probability. Then we constructed a second-order
differential and define a distinguishing property such that we can distinguish the
permutation from a random permutation with a complexity of 2226-52, Further-
more, we extended the attack to the full compression function of SIMD 1.1.
By fixing the differences in the rectangle we can distinguish the output of the
compression function from a random function with a complexity of 22006 com-
pression function evaluations. This is a significant improvement to the current
best known distinguisher with complexity 2398 [YW11].

Even if we do not attack the whole hash function, we showed unexpected
properties for the SIMD-512 compression function. However, our attacks do not
invalidate the security claims of the designers, since most of the security comes
from the message expansion. In [BFL10] the designers presented a more detailed
analysis of SIMD regarding differential characteristics without differences in the
message and are claiming that such characteristics do not affect the security
of the SIMD hash function. Nevertheless, non-randomness of the compression
function of SIMD affects the applicability of the proofs for the mode of operation
build upon it.

Beside the results on SIMD, we showed how boomerang attacks can be effec-
tively used on compression functions, even with a more complex feed-forward.
Furthermore, with the successful application of the technique described in Sec-
tion 9.2 on SIMD, we showed that even new designs can be vulnerable to such
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well-known techniques. Though, the increased complexity in the design makes
the need for automated tools apparent.



Application to HAS-160

In this chapter, we focus on the hash function HAS-160. It is standardized by
the Korean government (TTAS.KO-12.0011/R1) [Tel08] and hence widely used
in Korea. It is an iterated cryptographic hash function that produces a 160-bit
hash value. The design of HAS-160 is similar to SHA-1 and MD5. We combine
the techniques presented in Section 9.2 and Section 9.3 to construct a semi-free
start collision for 65 (out of 80) steps of HAS-160 with practical complexity. The
basic idea of our attack is similar to the attack on a DES based hash function
by Rijmen and Preneel [RP94] and to the recent attack on the SHA-3 candidate
Skein by Yu et al. [YCKW11]. The idea is to construct a long differential char-
acteristic by connecting two short ones with a complex third characteristic. In
our attack, we construct two L-characteristics using the coding theory approach
from Section 9.2 and connect them by a NL-characteristics using the technique
and algorithm from Section 9.3. The construction of these characteristics is done
automated using our set of tools. Furthermore, we present an actual colliding
message pair and IV fulfilling all conditions of the differential characteristics.
This is so far the best attack in terms of number of steps on HAS-160 with prac-
tical complexity. The results of this chapter have been published in [MNS11a].

11.1 Related Work

In [YSPT05], Yun et al. applied the techniques invented by Wang et al. in the
cryptanalysis of MD5 and SHA-1 to the HAS-160 hash function. They show that
a collision can be found for HAS-160 reduced to 45 steps with a complexity of
about 2'2. This attack was later extended by Cho et al. [CPSY06] to HAS-160
reduced to 53 steps. The attack has a complexity of about 2°° 53-step HAS-160
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computations. Mendel and Rijmen [MR07] improved the attack and reduced the
complexity to 23° and presented an actual colliding message pair for HAS-160
reduced to 53 steps. Furthermore, they presented a theoretical attack on 59
steps. Finally, preimage attacks on 52 steps by Sasaki and Aoki [SA08] and on
68 steps by Hong et al. [HKS09] have been presented. Both attacks have only
theoretical complexity and are only slightly faster than the generic attack which
has complexity 2160,

11.2 Description of HAS-160

HAS-160 is an iterative hash function that processes 512-bit input message
blocks, operates on 32-bit words and produces a 160-bit hash value. The de-
sign of HAS-160 is similar to the design principles of MD5 and SHA-1. In the
following, we briefly describe the hash function. It basically consists of two parts:
message expansion and state update transformation. A detailed description of
the HAS-160 hash function is given in [Tel08].

Message Expansion

The message expansion of HAS-160 is a permutation of 20 expanded message
words W; in each round. The 20 expanded message words W; used in each round
are constructed from the 16 input message words m,; as shown in Table 11.1.

Table 11.1: Message expansion of HAS-160.

‘ [ Round 1 [ Round 2 [ Round 3 Round 4
Wo mg mo mo mo
Wis mis mis mis mis

Wie Wo Wi @ Wo @ W3 Ws®We®Wo @ Wia | Win @ Ws @ Wiy @ Wy | Wy @ Wo® Wiz ® Wy
Wiz Wy Ws & We ® Wr Wis @WooWs ©Ws | WodWodWod Wiy | Wy Wi Wy Wy
Wis Ws @ Wo ® Wio @ Wiy Wi WiuoWr oWy | Wy Wiz @ We @ Wis | Wis @ Wi @ W5 @ Wy
Wig | Wio @ Wis @ Wiy & Wys | Wi @& Wy @ Wi & Wy Ws e W1 & Wio & Ws Wi & Ws & Wy & Whe

For the ordering of the expanded message words W; the permutation in Ta-
ble 11.2 is used.

Table 11.2: Permutation of the message words.

[ stepi [1]2[3 4[5[6[7[8[]9 10[11[12[13[14[15]16]17][18[19 20 |

Round I[I8] 0 [1[2[3 19[4 [5[6]7[16[8[9[I0[11[17[12]13[14[15
Round 2 |18 3 [6[ 9 [12]19[15][ 2 |5 |8 [16 |11 [14 |1 [ 4 [17][ 7 [10[13]0
Round3 [[18 [ 12 [5[14 |7 [19[ 0 |9 [2[11[16[ 4 [13][6 [15[17[8 [ 1 |10 3
Round4 |18 7 [2[13[8 193 [14|9]4[16[15][10]5 [0 [17[11]6 [ 1]12

—

State Update Transformation

The state update transformation of HAS-160 starts from a (fixed) initial value IV
of five 32-bit registers and updates them in 4 rounds of 20 steps each. Figure 11.1



11.2. Description of HAS-160 147

shows one step of the state update transformation of the hash function.

L A | B [ &G | D | B |
H < S1 {]
HH- K
=t
K Sz E W;

| Aigi [ Biyi | Cipr | Digy | Eipa |

Figure 11.1: The step function of HAS-160.

Note that the function f is different in each round: fj is used in the first round,
f1 is used in round 2 and round 4, and f5 is used in round 3.

folz,y,2) = (xAy)®(—xA=2)
filz,y,2) = z@yYyd=z
folz,y,2) = (zV-z)By

A step constant K; € {0,5a827999, 6ed9ebal,8f1bbcdc} is added in every step
and is different for each round. While rotation value s, € {10,17,25,30} is
different in each round of the hash function, the rotation value s; is different in
each step of a round. The rotation value s; for each step of a round is given in
Table 11.3.

Table 11.3: Permutation of the message words.

[stepi [1[2 ]3[4 [5]6[7]8[9[10]11[12[13[14 [ 151617 [18] 1920 |
[ s1 [S[1]7[15[6]13][8[14[7[12][ 911 [ 8 [15]6 [12]9 [14] 5 [13]

After the last step of the state update transformation, the initial value and
the output values of the last step are combined, resulting in the final value of
one iteration known as Davies-Meyer hash construction (feed-forward). The
feed-forward is a word-wise modular addition of the IV and the output of the
state update transformation. The result is the final hash value or the initial
value for the next message block.

11.2.1 Alternative Description of HAS-160

As one can see in the description of the step update transformation (see Fig-
ure 11.1) only the state variable A; is updated in each step. The values of the
other state variables are defined by A;. Therefore, we can redefine the state
update such that only one state variable is used.
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Aiv1 =44 > so+ A K 51+
J(Aio1, Aia >> 59, A 3> s9)+ (11.1)
Kj + W;

Note that s, need to be adapted accordingly if the update uses A’s between two
rounds. The chaining values are represented by Ag, A_1,A_o, A_3,A_4. The
reduction of the state size has an significant impact on both search algorithms
(for finding L- and NL-characteristics), since it reduces the search space.

11.3 Basic Attack Strategy

In this section, we briefly describe the attack strategy to construct a semi-free-
start collision for 65 steps of HAS-160. A similar attack was done on a DES
based hash function by Rijmen and Preneel [RP94] and recently on Skein by Yu
et al. [YCKW11]. The main idea is to construct a long differential characteristic
by connecting two short ones. First, proper differences in the expanded message
words need to be chosen, such that they result in two short L-characteristics
with low Hamming weight and hence hold with high probability. Second, we
connect the two short differential characteristics by a NL-characteristic. This
one can have low probability, since we can use message modification to fulfil the
conditions. Figure 11.2 illustrates the strategy.

linear

connection | ME

S linear 7 L]

Figure 11.2: Basic attack strategy. Differences occur only in the parts with grey
background.
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The attack can be summarized as follows:

1. Choose an optimal position for the connection and find two L-characteristics,
which hold with high probability.

2. Find a connecting NL-characteristic.

3. Find inputs fulfilling the conditions and use message modification to im-
prove the attack complexity.

To find two good L-characteristics and to determine an optimal position, we
use the technique from Section 9.2. Therefore, we define a linearised model of
the hash function defining a linear code, construct a generator matrix and use a
probabilistic algorithm to find codewords with low Hamming weight.

We are constructing different linear codes for different positions and lengths
of the connecting part to determine the optimal choice. Afterwards, we use the
search technique from Section 9.3 to find a connecting differential characteristic.
Finally, we use message modification, introduced by Wang et al. in [WY05], to
find inputs fulfilling all conditions.

11.4 Finding Two Short L-Characteristics

In this section, we show how HAS-160 is linearised in order to be able to construct
a linear code. Afterwards, we construct a generator matrix for this code.

11.4.1 Linearisation of HAS-160

Since the message expansion is already linear, only the step update transforma-
tion has to be linearised. The non-linear parts of this function are the modular
additions and the Boolean functions fo and fo (f1 is linear). In the attack, we re-
place all modular addition by XORs. For the Boolean functions we tried several
different approximations. However, the following variant turned out to be the
best and is similar as in the attacks on SIMD (see Section 10.3.1). The function
fo (IF) is replaced by the 0-function, i.e. we block each input difference in fy. As
already shown in Section 10.3.1, this has probability 1/2 in most cases. One can
see that there is exactly one input difference for f; where the output difference
is always one. In that case we discard the characteristic. fo is approximated by
its second input which holds with probability higher than 1/2. In summary we
get the following approximation for the Boolean functions:

folz,y,2) = 0
folz,y,2) =y

11.4.2 Construction of a Generator Matrix

To construct a generator matrix for the linearised model, we proceed as de-
scribed in Section 9.2.2. Usually, we first need to add the input of the linearised
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model to the codeword. In this case we introduce only differences in the mes-
sage. Hence, the message input is the only input. However, since the message
expansion is linear in HAS-160, the characteristic for the message expansion will
always hold with probability one. Therefore, we do not need to include the mes-
sage in the codeword, reducing the code length even more. Our goal is to find
codewords with low Hamming weight, i.e. characteristics with high probability.
Therefore, we have to include all intermediate chaining values where differences
could decrease the success probability in the linear code. Based on the alterna-
tive description of HAS-160 (see Section 11.2.1) we include only A; in the linear
code, since the other state variables do not add any additional information to
the code. This decreases the length of the code significantly and therefore also
the running time of the search algorithm.

Let AA; € {0,1}3? be the difference vector of the chaining value A; in bit
representation at step ¢. Then the vector

cw = (AAq, -+ ,AA,), (11.2)

where cw € {0,1}"32) represents the differences in the chaining value A; after
each step of n steps of HAS-160. cw is one codeword of the linear code and
therefore a differential characteristic. To construct the generator matrix for the
linear code, we proceed as follows:

1. Compute cw; with the input difference AM = e;, where e; € {0,1}%12 is
the j-th unit vector and AM the difference of the message block in bit
representation.

2. Repeat the computation for j =1,...,512.

The resulting generator matrix of the linear code representing linearised HAS-160
is defined in the following way:

CWq
Gs12xn.32 := . (11.3)
CWs12

Since we are aiming for a collision in the last step, we need to apply code short-
ening on the last 160 bits, i.e. ensuring that all code words are zero in the last
160 bits (see Section 9.2.2). This reduces the dimension and length of the code
to 352 and (n - 32 — 160), respectively.

Using this matrix one can search for low Hamming weight codewords over all
n steps. As explained in Section 11.3 we are looking for two short characteristics,
which will be connected later. Therefore, we need to modify the linear code to
include this requirement.

Modification

The easiest way to define a linear code for both characteristics simultaneously
and ensuring that both use the same expanded message, is the following. Firstly,
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ignore t steps in the middle. Hence, we change the vector (11.2) to:
cw:= (AAy, -+ JAALAA 141, AAL). (11.4)

At the beginning of the second characteristic (after step [+t), the state variables
can have any difference, since the differences in the steps before are yet undefined.
Therefore, we need to add the information to the code that after step | + ¢ all
differences are possible. Hence, we add the chaining variables at step [ 4+ ¢ + 1
to the linear code. The construction of the generator matrix changes to:

1. Compute cw; with the input difference AM = e;, where ¢; € {0,1}5'2 is
the j-th unit vector and AM the difference of the message block in bit
representation.

2. Repeat the computation for j =1,...,512.
3. Compute cwsioy as follows:

(a) Set AM = 0 and cw, = ey, where e, € {0,1}1%0 is the k-th unit
vector and

CWs = (AAZ-H,—B, AAl+t—2; AAH—t—h AAl+t7 AAl+t+1)-

(b) Compute AA; for I+t + 1) < i < n with cws, and AM as input.
Hence, we get following codeword:

CWs12+k = (AA1 =0,---,A4; =0, cw,, AAl+t+2a T 7AAn)-

4. Repeat the computation for £ =1,...,160.

Note that ABiy141 = AAj 4, AC 1441 = AAryy 1, ADjy 441 = AAjp4—2 and
AFE; 411 = AAjy,_5 and therefore all possible chaining values after step [ 4 ¢
are included in the code. The resulting generator matrix is

CWw1

Gor2x (n—t+4)-32 = : . (11.5)
CWeT2

Again code shorting is applied to ensure that all codewords result in a collision
after n steps.

Determining [/, ¢ and n.

There exist several possible choices for the parameters [, ¢ and n of the linear
code. First of all we limit ¢ < 21. The reason for this is simple. We have 21
words (16 message words and 5 IV words) which can be chosen freely and hence
can be used for message modification to fulfil all conditions in the connecting
part which is usually the most expensive part of the attack. However, we aimed
for a smaller ¢ to reduce the search space for the connecting part as well.

For the search we constructed generator matrices for 21 <! < (n — 21) and
t = 21. If we have found two characteristics with high probability we reduce ¢.
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11.4.3 Searching for Low Hamming Weight Codewords

We used the CodingTool Library (see Section 9.2.4) which contains all tools
needed to search for codewords with low Hamming weight. In Table 11.4 we
present the best (lowest Hamming weight) characteristics we have found for
different parameters. As one can see after 65 steps the Hamming weight is
getting too high such that we cannot find a characteristic and conforming inputs
with practical complexity.

Table 11.4: Results for the low weight search.

n 1 t | Hamming weight
53 | 18 | 21 3
60 | 18 | 21 3
65 | 18 | 21 3
66 | 19 | 21 25
67 | 18 | 21 25
68 | 18 | 21 72
69 | 18 | 21 72
70 | 18 | 21 119
75119 | 21 123
80 | 19 | 21 247

Note that decreasing t always increases the Hamming weight, since more
state variables with differences are included in the linear code. Furthermore,
the Hamming weights in Table 11.4 include only differences in A. To estimate
the probability one has to take the differences in all state variables into account.
Therefore, the probability for the linear characteristic can be roughly estimated
by four times the Hamming weight of A.

Using this general approach we can cover the whole (linear) search space and
allow arbitrary differences in the message words. However, it turned out that the
best characteristics we have found are indeed the trivial ones which have only few
differences in the message words and only a one bit difference per message word.
To describe the differential characteristics we use generalized conditions which
are explained in Section 8.3.2. We have found several different characteristics,
depending on the choice of [ and ¢. In Table A.1 in Appendix A we present two
short characteristics, where ¢ is kept small. To improve readability, we used the
alternative description of HAS-160 (see Section 11.2.1)

11.5 Finding Connecting NL-Characteristics

In this section, we apply the technique from Section 9.3 to find a connecting
differential characteristic. Note that, this is the most expensive part in our
attack.
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11.5.1 Determining a Starting Point

In this approach, we first need to determine a starting point for the search algo-
rithm. Therefore, we use the two L-characteristics constructed in the previous
section. Table 11.5 shows the starting point of the search algorithm using the
notation of generalized conditions leaving only five words unrestricted.

Table 11.5: Steps free of conditions at the beginning of the search algorithm.

step VA vw

20 x S5

91 777777777777 PRTTTTTTTPPPRT07T

P I R R R R R R R R A R R R R

23 PPPPVRPRPPRPYPPRPPRPRRPRPPRP??P?

24 PPPPP?VPRVVRVVRYVRVVR?VRYVRYVP?

25 N A A o A A o o O A A A AT T O AT AT AT ar ar &Y &Y &Y Y &Y & S/ a4 X

AP se—————t=——seeeR=5% ==

Using a small number of unrestricted words reduces the search space and
running time of the algorithm significantly. Therefore, we reduced this number
by extending the two short L-characteristics linearly. Since there are only few
differences at the end of the first L-characteristic and at the beginning of the
second L-characteristic, we can extend them forward and backward respectively,
without increasing the Hamming weight too much. In fact for the characteristic
in Table A.1 in Appendix A, we extended the L-characteristics linearly forward
by two and backwards by ten steps.

11.5.2 Search Strategy

Due to the similarities of HAS-160 to SHA-1 using the first search strategy from
Section 9.3.2 is already sufficient. However, using our extensions and advanced
search strategy, the running time of the algorithm is significantly improved.
Using the presented starting point, the algorithm converges already after an
hour (on a standard PC) to a complete characteristic for 65 steps, compared to
several days using the original search strategy. The chosen parameters are given
in Table 11.6.

Table 11.6: Search parameters for HAS-160.

Parameter Value

size limit for |C| 10

number of two-bit conditions for a bit in U’ 3
number of contradictions before a restart from scratch | 20.000

Determining the complexity of the probabilistic algorithm in general is still an
open problem. Among others it depends on the hash function, search strategy,
start characteristic and implementation. The complete characteristic is given



154 Chapter 11. Application to HAS-160

in Table A.1 in Appendix A. Note that with this approach we can find several
different characteristics.

Efficient Condition Propagation

For an efficient propagation of new conditions, we use the alternative description
of HAS-160 (see Section 11.2.1) and split up one HAS-160 step (including the
message expansion) into 3 less complex sub-steps. This way, the propagation of
differences can be implemented much more efficiently while losing only a small
amount of information. One HAS-160 step is split up in the following way:

W; =ME(M),
Tiv1 =f(Aim1,Ai—a >> 59, Ai_3 > s9),
Ajpr =Aig>> 50+ Ay K s1+ T + Kj+ Wi

Note that, for the propagation of differences in T;11 and f(A;—1,Ai—2 >
S92, A;_3 3> s5), a table of all possibilities can be pre-computed (see Section 9.3.4).

11.5.3 Finding a Message Pair

Almost all of the differences in the characteristic of Table A.1 in Appendix A
are within 21 steps. Since we can choose up to 21 words (16 message and 5
IV) freely we can use message modification to find efficiently inputs which fulfil
all the conditions of the characteristic. The conditions for the characteristic are
listed in Table A.2 in Appendix A. The resulting colliding message pair and IV
is given in Table 11.7.

Table 11.7: A colliding message pair and IV for HAS-160.

[ IV ] ed3c8cab 38127dc3 bef7b374 264ecb2b 73bel247 \
467d7948 3¢433177 9811570 6bf43c12 3dc04b7c cb85a46d 3356206¢ bif3ea0d

M 9603f6ca 252¢37eb 3a1d6197 479ca8d1l badbe3d9 4e23c48c ¢52a6189 53fleal6

M 467d7948 3¢433177 9811570c 6bf43c12 3dc04b7c cb85ad6d 3356206e bif3ea04
9603f6ca 252¢37eb 3a1d6197 479ca8d1l 3adbe3d9 4e23c¢48c 452a6189 53f1eal6

AM 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

00000000 00000000 00000000 00000000 80000000 00000000 80000000 00000000

h 4b0a28ae bc82dbb1 ad805bfd ¢d226435 Tcb7eb52
h 4b0a28ae be82dbbl a4805bfd ¢d226435 7cb7eb52

11.6 Summary

The progress in the cryptanalysis of hash functions in the last years shows
that the security of existing standards needs to be re-evaluated. Therefore,
we analysed in this chapter the Korean hash function standard (TTAS.KO-
12.0011/R1) HAS-160. The main idea of our attack is to construct two short
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L-characteristics which hold with high probability and connect them by a com-
plex NL-characteristic by using the non-linearity of the state update function.
We used techniques from coding theory described in Section 9.2 to search ef-
ficiently for the short characteristics and simultaneously determine an optimal
position and length of the connecting characteristic. In a second step we used
an automatic search algorithm presented in Section 9.3 to find a connecting
characteristic taking the non-linearity of the state update into account.

We presented a semi-free-start collision for 65 (out of 80) steps HAS-160 with
practical complexity. Extending the attack to more rounds seems to be difficult.
One can always extend the size of the connecting part, but this also increases
the complexity of finding the connecting characteristic, which running time is
hard to estimate. If we limit the length of the connecting part to 21 steps, then
the best short characteristics we can find with probability below the generic
complexity of a collision attack, are for up to 65 steps.

Although, we only presented a semi-free-start collision, it is a step forward
in the analysis of HAS-160. This is so far the best known attack with practical
complexity in terms of attacked steps for HAS-160.






Application to SHA-256

Since the breakthrough results of Wang et al. [WYYO05b, WYO05], hash func-
tions have been the target in many cryptanalytic attacks. These attacks have
especially shown that several well-known and commonly used algorithms such
as MD5 and SHA-1 can no longer be considered to be secure. In fact, practical
collisions have been shown for MD5 and collisions for SHA-1 can be constructed
with a complexity of about 2%3 [WYY05a]. For this reason, NIST has proposed
the transition from SHA-1 to the SHA-2 family as a first solution. As a conse-
quence, more and more companies and organizations are migrating to SHA-2.
Hence, a detailed analysis of this hash function family is needed to get a good
view on its security.

Although, the design principles of SHA-2 are very similar to SHA-1, it is still
unknown whether or how the attacks on MD5 and SHA-1 can be extended to
SHA-2. Since 2008, no collision attacks have been published on SHA-2. One
reason might be that the SHA-3 competition [Nat07] initiated by NIST has
attracted more attention by the cryptographic community. However, a more
likely reason is the increased difficulty of extending previous collision attacks
to more steps of SHA-2. In this chapter, we show that apart from a good
attack strategy, advanced automated tools are essential to construct differential
characteristics and to find conforming message pairs.

Currently, all collision attacks on SHA-2 are of practical complexity and
based on the same basic idea: extending a local collision over 9 steps to more
steps. As already mentioned in [IMPROS], this kind of attack is unlikely to be
extended beyond 24 steps. In this work, we investigate new ideas to progress in
the cryptanalysis of SHA-2. First, we extend the idea of finding local collisions
to more than 9 steps by exploiting the non-linearity of both the state update
and message expansion.

157
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To find such local collisions an automated tool to search for complex dif-
ferential characteristics is needed. Therefore, we apply the technique described
in Section 9.3 to SHA-256. Unfortunately, the approach of De Canniere and
Rechberger on SHA-1 cannot directly be applied to SHA-2. We have observed
several problems in finding valid differential characteristics for SHA-2. We have
identified these problems and show how to solve them efficiently. Most impor-
tantly, a very high number of contradicting conditions occurs which render most
differential characteristics impossible.

Applying our tool to SHA-256 results in practical examples of semi-free-start
collisions for 32 and collisions for 27 out of 64 steps of SHA-256. The best semi-
free-start collision and collision attack so far was on 24 steps of SHA-256. The
results of this chapter have been published in [MNS11b].

12.1 Related Work

In the past, several attempts have been made to apply the techniques known
from the analysis of SHA-1 to SHA-2. The first known cryptanalysis of the
SHA-2 family was published by Gilbert and Handschuh [GHO03]. They have
shown 9-step local collisions which hold with a probability of 2766, Hawkes et
al. [HPRO4] have improved these results to get local collisions with a probability
of 2739 by considering modular differences.

In [MPRRO6a], Mendel et al. have analysed how collision attacks can be
applied to step reduced SHA-256. They have shown that the properties of the
message expansion of SHA-256 prevent an efficient extension of the techniques
of Chabaud and Joux [CJ98] and Wang et al. [WYYO05b]. Nevertheless, they
presented a collision for 18 steps of SHA-256. In [SS07], Sanadhya and Sarkar
have revisited the problem of obtaining a local collision for the SHA-2 family, and
in [SS08a] they have shown how to use one of these local collisions to construct
another 18-step collision for SHA-256.

Finally, Nikoli¢ and Biryukov [NB08] found a 9-step differential using mod-
ular differences which can be used to construct a practical collision for 21 steps
and a semi-free-start collision for 23 steps of SHA-256. This was later ex-
tended to 22, 23 and 24 steps by Sanadhya and Sarkar in a series of papers
[SS08d, SS08b, SS08c]. The best known collision attack on SHA-256 so far was
for 24 steps and has been found by Indesteege et al. [[MPRO08], and Sanadhya
and Sarkar [SS08c].

12.2 Description of SHA-256

SHA-256 is one of four hash functions defined in the Federal Information Pro-
cessing Standard (FIPS-180-3) [Nat08]. All four hash functions were designed
by the National Security Agency (NSA) and issued by NIST in 2002. SHA-256
is an iterated cryptographic hash function with a hash output size of 256 bits, a
message block size of 512 bits and using a word size of 32 bits. In the compres-
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sion function of SHA-2, a state of eight chaining variables A,...,H is updated
using 16 message words My,. .., M;s.

‘ Ay ‘ B ‘ Ci1 ‘ Di_y ‘ Ei_y ‘ Fiq ‘ Gi_y ‘ H;_4 ‘
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B /o | f1PE3
B Wi
FTTO [j T
()
D B e e e S W
LA [ B [ ¢ [ b | B | B | G | H |

Figure 12.1: The SHA-2 step update function.

The compression function of SHA-256 consists of 64 identical step update func-
tions which are illustrated in Figure 12.1 and given as follows:

To = Yo(Ai—1)+ fo(Ai—1,Bi—1,Ci 1)

T = Si(Eio)+ (B, Fio,Gic) + Hia + K + W (12.1)
Ai = To+T, Bi=Ai1, Ci=Bi1, Di=Ci, '
Ei = Diaw+Ty Fi=E,, Gi=F_1, Hi=G;_

The Boolean functions fo (MAJ) and f; (IF) are given by
fl(x7yvz) = (xAy)@(—'x/\z)
The two GF(2)-linear functions Xy and ¥, are defined as follows:

Yo)=2x>>20c>> 130 x> 22,
Yiz) =z 60> 11dx > 25.

In the i-th step of the update function, a fixed constant K; and the i-th word
W; of the expanded message are added to the state. The message expansion takes
the 16 message words M; as input and outputs 64 expanded message words W;
as follows:

W — M; for0<i< 16
L Ul(Wi_Q) +W;,_7+ Oo(Wi_lg,) + W;_16 for 16 <1i < 64
where the functions og(x) and o1 (z) are defined as follows:

oo(x)=x>Tdr > 18@ x> 3,
o1(x)=x>1T®r > 19¢ x> 10.
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12.3 Basic Attack Strategy

In this section, we give a brief overview of our attack strategy. We first generalize
the approach of Nikoli¢ and Biryukov [NB08] to find semi-free-start collisions on
a higher number of steps. Due to this extension, differential characteristics
cannot be constructed manually or semi-automatic anymore. Hence, we use our
fully automated tool to construct complex differential characteristics in SHA-2.
Finding valid differential characteristics for SHA-2 is extremely difficult. In fact,
we were not able to find a valid differential characteristic without including the
search for a confirming message pair in the process. Therefore, the approach
of first finding a valid differential characteristic and then, independently search
for a conforming message pair does not apply very well to SHA-2. Hence, our
attack strategy can be summarized as follows:

1. Determine a starting point for the search which results in an attack on a
large number of steps. The resulting start characteristic should span over
few steps and only some message words should contain differences.

2. Use the automated search tool described in Section 9.3 with the advanced
search strategy to find a differential characteristic and a conforming mes-
sage pair.

Basically, the advanced search strategy (see Section 9.3.2) searches first for a
differential characteristic. After one is found, it continues the search to find
a conforming message pair. If no message pair can be found, the differential
characteristic is adjusted accordingly.

12.4 Finding NL-Characteristics

We used our automated search tool described in Section 9.3 to construct NL-
characteristics and to find conforming message pairs for SHA-256.

12.4.1 Determining a Starting Point

By exploiting the non-linearity of the step update function, Nikoli¢ and Biryukov
[NBO8] found a 9-step differential characteristic for which it is not necessary to
apply corrections (differences in the message words) in each step of the differ-
ential characteristic. The fact that not all (only 5 out of 9) message words
contain differences helped to overcome several steps of the message expansion
resulting in a collision and semi-free-start collision attack for 21 and 23 steps,
respectively. Later this approach was extended to a collision attack on 24 steps
[IMPRO8, SS08c]. However, as pointed out in [IMPROS] it is unlikely that this
approach can be extended beyond 24 steps.

In our attack, we construct differential characteristics which span over more
than 9 steps. This allows us to attack more steps of SHA-256. As in the attack
of Nikoli¢ and Biryukov we are interested in differential characteristics with
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differences in only a few message words. Then, large parts of the expanded
message have no difference which in turn, results in an attack on more than 24
steps. Already by using a differential characteristic spanning over 10 steps (with
differences in only 3 message words) we can construct a semi-free-start collision
for 27 steps of SHA-256. This can be extended to 32 steps using a differential
characteristic spanning over 16 steps with differences in 8 message words.

To construct these starting points, we first fix the number of steps with differ-
ences and consider only differential characteristics which may result in collisions
on more than 24 steps. Then, we identify those message words which need to
have differences such that the differential characteristic holds for the whole mes-
sage expansion. Table A.3 and Table A.6 in Appendix A show the used starting
points for the attack on 27 and 32 steps. Note that, we have further optimized
the message difference slightly to keep it sparse, which reduces the search space
for the automated tool.

12.4.2 Search Strategy

We applied the first strategy described in Section 9.3.2 but could not find a valid
differential characteristics. In any case at least one of the checks described in
Section 9.3.3 failed. The reason for this is that conditions which are not covered
by generalized or two-bit conditions appear much more often in SHA-2 than in
SHA-1. Since more advanced checks are too expensive, we have developed a
more sophisticated search strategy to find valid differential characteristics for
SHA-2 which is described in Section 9.3.2. The chosen parameters are given in
Table 12.1.

Table 12.1: Search parameters for SHA-256.

Parameter Value
size limit for |C| 10
number of two-bit conditions for a bit in U’ 3 for bits of A;
5 for bits of E;
number of contradictions before a restart from scratch 15.000

This way complex hidden conditions are resolved at an earlier stage in the
search. Furthermore, we correct impossible characteristics once they are detected
by jumping back to the first phase.

12.4.3 Two-Bit Conditions for SHA-256

The main problem in SHA-2 is that it is difficult to determine whether a dif-
ferential characteristic is valid, i.e. whether a conforming message pair exists.
As mentioned in Section 9.3.2, apart from generalized conditions, additional
conditions on more than a single bit are present in a differential characteristic.
Especially, conditions on two bits are needed such that a differential characteris-
tic is valid since they may lead to additional inconsistencies. Note that, two-bit
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conditions occur in SHA-2 much more often than in SHA-1, mostly caused by the
Boolean functions f;, o; and 3; but also by the modular additions. Since such
contradicting conditions occur only rarely in SHA-1, simple additional checks
are sufficient to verify whether a given differential characteristic is valid at the
end of the search.

VAo =1L n n--]
VA =1 n N

¢< -
VA; = [ n-n v\nj/, n]
VA3 = [---n-----n-n-n----n--nn-------- n]

Figure 12.2: Example of four cyclic and contradicting two-bit conditions.

This is not the case in SHA-2 where combinations of the Boolean functions f
and f; with ¥y and ¥; can cause even more complex cyclic two-bit conditions.
A simple example is given in Figure 12.2. In this case, 4 bits form a cyclic
contradicting condition due to 3y and fy. For the two Xy functions (XOR) we
have twice Xo(n,-,~) = n which results in the two equalities A; 5 = Ay 13 and
Ag o = Aj13. For the fy function (MAJ) at bit position 2 we get fo(-,-,n) =n
if and only if Ay o = A 2, while for bit position 13 we get fo(-,-,n) = - if and
only if As 13 # Aj13. Note that in this example, more two-bit conditions occur
which are not shown. We observed that for a given differential characteristic
even more complex relations with cycle lengths larger than 10 commonly occur.

Additionally, more complex conditions on more bits occur. One reason for
these additional conditions is that two state variables (A;, F;) are updated using
a single message word (W;). Unfortunately, it is not possible to determine all
these conditions in general. However, we used different tests to efficiently check
for many contradictions (see Section 9.3.3).

12.5 Efficient Condition Propagation in SHA-2

As described in Section 9.3.4, we propagate conditions on bit-level. The larger
state size, the combined update of two state variables, and the higher diffusion
due to the X; functions increases the complexity of the propagation significantly.
To limit the increase in complexity, we take several measures.

12.5.1 Alternative Description of SHA-2

In the case of the SHA-2, one bit of A and F is updated using 15 input bits.
Hence, to simplify the update of conditions during the search, we use an alter-
native description of SHA-2. In the state update transformation of SHA-2, only
two state variables are updated in each step, namely A; and E;. Therefore, we
can redefine the state update such that only these two variables are involved.
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In this case, we get the following mapping between the original and new state
variables:

A; B; C; D; E; F; G; H;
A; A1 | Aimo | Ais E; E,_ 1| Eio | Ei_3

Note that, A; is updated using an intermediate result of the step update of
E; (see Equation 12.1). Since this complicates the efficient bit representation
of the SHA-2 step update transformation we propose the following alternative
description:

Ei= Eia+31(Ei)+ filBio, Bio, B 3) + Aig + Ki + W, (12.2)

Aj=—Ai 4+ Xo(Aim1) + fo(Ai—1, Ai2, Ai3) + E; .
In this case we get two SHA-1 like state update transformations, one for the left
(A;) and one for the right (E;) side of the SHA-2 state update transformation.
Note that in this description, the state variables A_4,...,A_jand E_4,...,FE_4
represent the chaining input or initial value of the compression function. The
alternative description is also illustrated in Figure 12.3.

[ A1 [ Ao | Ais | Aiy | By | Bio | Eis | Eia ]

(|
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H— K;
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Figure 12.3: Alternative description of the SHA-2 state update transformation.

12.5.2 Split-Up

The complexity of propagating generalized conditions increases exponentially
with the number of input bits and additions. While there are only 6 input bits
in the case of SHA-1 (excluding the carry), we have 9 input bits in the update
of E; and 8 input bits in the update of each of A; and W; in SHA-2.

As already mentioned in Section 9.3.4 to reduce the computational com-
plexity of the propagation, we further split the update of W;, E; and A; into
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sub-steps. The split is done in the following way:

si = o0o(Wi—1s),

s; = o01(Wi_2),
Wi= s+ Wiz + s+ Wi_1s,
Fi= fi(Ei1, B2, B 3),
Si= X1(Ei-1),
Ei= Ei 4+Si+F+A 4+ K +W,;,

F/ = fo(Ai—1,Ai—2, Ai_3),

S; = Bo(Ai—1),
Aj=—A, 4+ S+ F +E,.

We independently compute each output bit of the Boolean functions and after-
wards we compute the modular additions. This way, the number of input bits is
reduced to 3 for the Boolean functions and we get at most 5 input bits for the
modular additions. This split of functions reduces the computation complexity
by a factor of about 100.

12.5.3 Using the Cache

For the sub-steps without modular addition we have precomputed the propa-
gation of all generalized input conditions. For the modular additions we use
the regular cache (see Section 9.3.4). Our experiments have shown a speed-up
of another factor 100 by caching already computed results. Note that, due to
memory restrictions we are not able to precompute or keep all possibilities for
the modular additions.

12.5.4 Propagation of Conditions for Linear Functions

As described in Section 9.3.4 the propagation of conditions through linear func-
tions is treated differently in our approach. In the following we show why this is
important for SHA-256. Let us consider the linear function oy which is defined
as follows:

o) =>>>Tdx> 180 >3 =y.

Updating the conditions for each bit in Vz and Vy is done by updating each bit-
slice {Vz;y7, V118, Vits, Vy; } fori = 0,...,28 and {Vz; 7, V118, Vy; } for
i =29,...,31 (see Section 9.3.4). Note that, the additions in the indices are
modulo 32.

Now consider the following two cases for gg.

Case 1: Forward Propagation

S )

Vy :[’?7'?'?‘???'?'?'???'?’?7’??'?’?7?'??‘?77'?'?‘??7'?].
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All bit-slices are equal to {-,-,-,7} and {-,-,?} respectively. Accord-
ing to the definition of oy the update results in {-,-,-,-} and {-,-,-}
respectively. Hence, after updating all conditions, we receive

e !

All bit-slices are equal to {?,?,?,-} and {?,?,-} respectively. Accord-
ing to the definition of oy the update results in {?,?,7,-} and {?,7,-}
respectively. In that case there are no new conditions and we receive

Vy =[--mmmmmmmmm oo ]

The result of the first case is perfectly fine. In the second case no new conditions
are detected. Although, we know from the first case that every generalized con-
dition of Vz should be -. Hence, no information propagates using the bit-slice
update approach described in Section 9.3.4. Therefore, we update the condi-
tions for every linear function of SHA-256 (o, 01, X0 and ¥;) according to the
method described in Section 9.3.4. Using this method the efficient propagation
of linear generalized conditions works in both direction. However, the efficient
propagation of non-linear generalized conditions is still an open problem.

12.6 Results

Semi-Free-Start Collision for 32 Steps

Using the start characteristic given in Table A.3 in Appendix A and the advanced
search strategy, we can find a valid characteristic and conforming inputs which
result in semi-free-start collisions for 32 out of 64 steps of SHA-256. An example
of a semi-free-start collision for 32 steps is shown in Table 12.2.

The corresponding differential characteristic and the set of conditions is given in
Table A.4 and Table A.5 in Appendix A. To find such an example for 32 steps,
our tool needs few days on a cluster with 32 nodes.

Collision for 27 Steps

So far we have only considered semi-free-start collision attacks in which an at-
tacker is allowed to choose the chaining value. However, in a collision attack on
the hash function the chaining value is fixed, which makes an attack much more
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Table 12.2: Semi-free-start collision for 32 steps of SHA-256.

ho 764d264f 268a3366 28b5fecbl 4c389b22 75cdb68d £5c8f99b 6eT7a3cc3 1bdeal3d

h§ 764d264f 268a3366 285fecbl 4c389b22 75cd568d f5c8f99b 6e7al3cc3 1b4dealdd

Ahy | 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

52a600a8 2c3b8434 ea92dfcf d4eaf9ad b77fe08d 7cb50e542 69c783a6 86aldell

™ | paf8gbOb 12665efb ce7c3a3l 3030£f09d Obd52eb8 7549997 fa9d76e0d 86ebacbc

52a600a8 2c3b8434 ea92dfcb Ocdba38b f514e39d 7abbbd4cb ee6bcbab c58f6a0f

m b2f78b0b 12665efb ce7c3a31 3030f09d 9bd52eb8 7549997e fa976e0d 86ebacbc

00000000 00000000 00000004 d8315a26 426b0310 060b5189 87ac4800 432e241f

Am 080£0000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

hq dOb41ffa elf519a2 e3cad2ed al19d5795 906ac05f c995f6c8 cf309f95 9fb9cab7

4 dOb41ffa elf519a2 e3cad2ed al9d5795 906ac05f c995f6c8 cf309f95 9fb9cab7

Ah; | 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

difficult. In order to construct a collision for step-reduced SHA-256, we are in-
terested in differential characteristics with no differences in the first few message
words. Then, the additional freedom in the first message words can be used to
transform a semi-free-start collision into a real collision. Similar characteristics
have also been used in the collision attacks on 24 steps of SHA-256 in [IMPROS].

In order to find a characteristics under these requirements, we used a starting
point where the characteristic is spanning over 11 steps with differences in only
5 expanded message words and with no differences in the first 7 message words.
Such a starting point is presented in Table A.6 in Appendix A. Using this starting
point and our tool we are able to construct collisions for 27 steps of SHA-256.
A colliding message pair is shown in Table 12.3. The differential characteristic

Table 12.3: Collision for 27 steps of SHA-256.

=>
S

6a09e667 bb67ae85 3c6ef372 ab4ffb3a 510e527f 9b05688c 1£83d9ab 5belcdl9
725a0370 0Odaa9flb 071d92df ec8282cl 7913134a bc2eb291 02d33a84 278dfd29
0c40f8ea d8bd68a0 0ce670c5 bec7155d 9f6407a8 729fbfe8 aa7c7c08 607ae76d
725a0370 Odaa9flb 071d92df ec8282cl 7913134a bc2eb291 02d33a84 27460e6d
08c8fbea d8bd68a0 0ce670c5 bec71556d 9f4425fb 729fbfe8 aa7c7c08 2d32d129
00000000 00000000 00000000 00000000 00000000 00000000 00000000 00cbf344
04880300 00000000 00000000 00000000 00202253 00000000 00000000 4d483644

58640156f 133494fa fad42bb35 94bc44f9 29eabb36 9ed61e33 2eab27f8 106467c9

m

m*

Am

T

and the set of conditions is given in Table A.7 and Table A.8 in Appendix A.

12.7 Summary

In this chapter, we applied the technique described in Section 9.3 to SHA-256.
Compared to SHA-1 or HAS-160, SHA-256 has a far more complex structure.
A direct application of the original technique by De Canniere and Rechberger,
is not possible, since several problems occur. Most importantly, found NL-
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characteristics are not valid, due to many contradicting conditions in SHA-2. We
identified these problems and showed how to overcome them. Important for the
successful application of our tool to SHA-2, is the detection of two-bit conditions
and the check for contradictions in these conditions. Furthermore, only with
our advanced search strategy, we were able to find valid NL-characteristics for
SHA-256. This strategy combines the search for differential characteristics with
the computation of conforming message pairs.

Finally, we presented a collision for 27 and a semi-free-start collision for 32
steps of SHA-256 with practical complexity. This significantly improves upon
the best previously published (semi-free-start) collision attacks on SHA-256 for
up to 24 steps.
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Conclusions

In the second part of this thesis, we focused on different tools used in the crypt-
analysis of ARX based hash functions. We reviewed two distinct techniques
which are based on differential cryptanalysis, the most common tool in the crypt-
analysis of hash functions.

The first technique is based on coding theory, since finding differential char-
acteristics for a linearised model of a hash function is related to the problem of
finding codewords with low Hamming weight in a linear code. We showed how
a linear code is constructed from a linearised model and presented three proba-
bilistic algorithms searching for low Hamming weight codewords. Furthermore,
we presented an open-source toolbox which implements a search algorithm, in-
terfaces, data structures and several other useful methods. Using this library,
one can find differential characteristics fully automated.

The second technique is based on the recent attacks on SHA-1. It consists
of a search algorithm and the concept of generalized conditions. Generalized
conditions reflect that both the differences and the actual values of bits are
important for an attack. The search algorithm searches automated for complex
differential characteristics. We extended this technique in several aspects. Most
importantly, we presented a more efficient search strategy and included two-bit
conditions in the search process, hence combining the search for a differential
characteristic with the search for conforming message pairs. Furthermore, we
showed how the propagation of generalized conditions can be done efficiently.
The resulting tools were used to attack the hash functions SIMD-512; HAS-160
and SHA-256.

For the compression function of SIMD-512 we presented two distinguishers.
In the first attack, we constructed differential characteristics that hold with high
probability for the full compression function of SIMD-512 using the first tech-

169
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nique. We have found several such characteristics with a low weight. Our attack
strategy for the distinguisher is similar to the multicollision distinguisher intro-
duced by Biryukov et al.. By using the characteristic with the highest success
probability, we showed how to construct a distinguisher, which complexity is
below the generic bound. Even with a conservative probability estimation, we
are able to distinguish the compression function from random with a complexity
of 242760 compression function calls. Furthermore, we can distinguish the com-
pression function with the output transformation of SIMD from random with a
complexity of about 242974 compression function calls.

Due to this attack, the designers tweaked SIMD. However, we presented a
distinguisher for the full permutation of tweaked SIMD-512 by an application
of the boomerang attack on hash functions. Starting from the middle of the
compression function we used the same technique to find two differential char-
acteristics which are used in the boomerang attack. Then we constructed a
second-order differential and defined a distinguishing property such that we can
distinguish the permutation from a random permutation with a complexity of
2226-52 " Furthermore, we extended the attack to the full compression function
of tweaked SIMD-512 such that we can distinguish the output of the compres-
sion function from a random function with a complexity of 22°0-6 compression
function evaluations.

Our attacks do not invalidate the security claims of the designers, since
most of the security comes from the message expansion. Nevertheless, non-
randomness of the compression function of SIMD effect the applicability of the
proofs for the mode of operation build upon it. Beside the results on SIMD, we
showed how boomerang like attacks can be effectively used on compression func-
tions, even with a more complex feed-forward. Furthermore, with the successful
application of the coding theoretic technique on SIMD, we showed that even new
designs can be vulnerable to such well-known techniques. Though, the increased
complexity in the design makes the need for automated tools apparent.

For HAS-160, we presented a semi-free-start collision for 65 (out of 80) steps
with practical complexity. The main idea of our attack is to combine both of the
above techniques by constructing two short characteristics which hold with high
probability and connect them by a complex characteristic using the non-linearity
of the state update function. Extending the attack to more rounds seems to be
difficult. One can always extend the size of the connecting part, but this also
increases the complexity of finding the connecting characteristic, which running
time is hard to estimate. If we limit the length of the connecting part to 21
steps, then the best short characteristics we can find with probability below the
generic complexity of a collision attack, are for up to 65 steps. Although, we
only presented a semi-free-start collision, it is a step forward in the analysis of
HAS-160 and shows how powerful our automated tools can be. This is so far
the best known attack with practical complexity in terms of attacked steps for
HAS-160.

In the last chapter, we applied the search algorithm for complex character-
istics to SHA-256. Compared to SHA-1 or HAS-160, SHA-256 has a far more
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complex structure. A direct application of the original technique is not possible,
since several problems occur. We identified these problems and showed how to
overcome them. Important for the successful application of our tool to SHA-2,
is the detection of two-bit conditions and the check for contradictions in these
conditions. Furthermore, only with our advanced search strategy, we were able
to find valid complex differential characteristics for SHA-256. Finally, we pre-
sented a collision for 27 and a semi-free-start collision for 32 steps of SHA-256
with practical complexity. This significantly improves upon the best previously
published (semi-free-start) collision attacks on SHA-256 for up to 24 steps. To
summarize, the search for valid differential characteristics and conforming mes-
sage pairs in SHA-2 is increasingly difficult and unpredictable, compared to more
simple ARX-based designs like HAS-160 and SHA-1. Nevertheless, we were able
to construct a powerful tool to find practical examples for (semi-free-start) colli-
sions in SHA-256 which can also be applied to other ARX based hash functions.
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Table A.1: Characteristic for 65 steps HAS-160 using generalized conditions. The
rows with darkgray background represent the connecting part. The rows
with lightgray background represent the two L-characteristics.

i VA vw

19 | n u 5
20 | u u--u

2 || s====== n-uuuUuu--—U-——-1 ===
22 | u--n---uu-nu---uu---nn uu
23 | ——-n-n-nnnu-n-u--nu nu:

24 | uwuun-nu--u-u----n-N-UNNUUUUUUU-D
25 | ——-n——uu—uu-un-u-————-: nu-n-n-—- | x
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Table A.2: Set of conditions for the semi-free-start collision for 65 steps of HAS-160.

[ Step | Set of conditions [
16 | A3 =0, Aigo1 = A15.21

17 | Aps=1, Az =1

18 | Aigo =1, Aig1z =1, Aigs # A7

19 | Apag =1, Aig31 =0, A1goz # Ai713, Argor # A2, A199 # A1s31, A9 04 = A1g31

20 | Azoo =1, A2 =1, Ao 31 = 1, Az0,16 # A1,6, A20,3 = A1s,25, A20,0 # A19,0, A20,1 = A9.1,
Az = Arg2, A203 = A193, A20a = Aroa, Azos = Ao, A20,23 # Aree, A2r = Aror,
As0,19 = A19,19, A20,24 = A19,24, A20,20 # A19,29

21 | Ao1a =1, A219 =0, Ao11a = 1, Ao117 = 1, Ao11s = 1, Ao110 = 1, Ao100 = 1, Ao121 = | 22
1, A1 = 1, Az1o4 = 0, As16 # A9, A2120 = A1g12, A21,3 # A20,3, A21,6 # A20,6,
Ag17 # Aso7, Aaran # Aso11, A211s # A20,15, A2116 # A20,16, A21,3 # Azo,1s, A21,25 # A20,25,
Ag126 = Az0,26, A21,30 = A20,30

22 Ao =1, A1 =1, A0 =0, A1 =0, Aso15 = 1, Aspie = 1, Aogoo = 1, Aoz =0, | 28
Agpoz =1, Agooq = 1, Asg g = 0, Aga g1 = 1, Az o = Ao 17, Azaz = A8, Az2a # Aso19,
Agas # A20.20, Aoz = Ago21, Aoz # Aso2, Azzg = Anooa, Aoz # Aoz, Asas = Aois,
Agae # Avie, Azar = Aoir, Azag = Aoig, Aza1a # Aoi12, Azag # Aoi 12, Azag9 = Ao 29,
Azz 30 = A21,30

23 | Aoz =1, Aoz 7 =0, Aogna = 1, Aoz15 = 0, Aaz1s = 1, Aaz0 = 0, Aoz oo = 1, Aoza3 =0, | 34
Agz o4 =0, Aoz 25 = 0, Aoz o7 = 0, Azz 9 = 0, Aoz 17 = A1,0, A2z 28 # A21,11, A23 0 # A21,15,
Az 1 # Az116, A2zs = Ao 3, Aoz 13 = Aoi2s, A2z 16 = A2131, Aoz = Aoaz, Azzo1 # Asoa,
Agzs = Asas, Aszs = Aong, Aszg # Aazg, Azzne = Az, Asz i1z # Aszi2, Aszi1z # Aoz,
Agz o = Ao 7, Aoz 17 # Aosair, Aazz = Az, Aoz a # Ao, Az 19 # Azog, Aazoe # Ao 26,
Agz 30 # A22,30

24 Ao =0,App=1,A043=1Asgs =1, Apys =1, Aoy =1, Aog7 =1, Apyg =1, Ay 9 =0, | 35
Azg10 =0, Aog1 = 1, A2a13 =0, Aog15 = 0, Aoy = 1, Aoy = 1, Agys5 = 1, Azg06 =0,
Azgns =0, Aago9 = 1, Aoaz0 = 1, Asaz1 = 1, Aogoz = Asa, Aoao4 # Asaz, Asa12 = Az v,
Azq 14 = Ao 29, Aoa17 # Azzo, Ao # Asz 1, Aoais # Aoz, Asaor = Asz o, A2a12 # A3z,
Aga = Az e, A2a17 # Avszar, Asa19 = Azsino, Aoa21 = Aszo1, Azaine # A2zl

25 | Aas2 =0, Aasa =0, Ags6 = 1, Aos7 = 0, Aos13 = 1, Aos15 = 0, Aos16 = 1, Aosis = 1, | 27
Aosi9 = 1, Aoso3 = 1, Aosa = 1, Aas20 = 0, Aas 17 # Aszo, Azs 20 = Aoz 3, Aos21 = Asza,
Ags oo # Asa s, Assas # Aoz g, Avsoe # Aoz, Azs o7 = Agz 10, Aoses = Aoz 11, Azs 30 = A2z i3,
Ags 11 = Ang o, Aos 7 = Avair, Ass 3 = Asais, Aass = Aoas, Asso = Asana, Aosiz = Agaor
26 | Az =0, Aog10 =1, Aog13 = 0, Aogra = 1, Asg1s = 1, Asga7 = 0, Azg21 = 0, Azg s = 0, | 26
A0 = 0, Aggn = Aoane, Azes = Aoans, Azea 7# Azang, Azes = Aza23, Az = Azaoa,
Agg 20 # Aos.3, Aze 22 7 Azss, Aeas # Azss, Aze26 = Aasg, Azs2r = Ass 10, A2611 = Aas11,
Agg 12 = Azs a2, Azes = Aas20, Azer = Ass 22, Aze2s 7 Azs 25, A2e,11 = Azs 26, Ae,16 7 Azs 31
27 Az =0, Aoza = 1, Aore = 1, Aarg = 0, Aor10 = 1, Aor1a = 1, Aor1s = 1, Aor19 =0, | 23
Agzo1 =1, Agros = 1, Aor29 =0, Aar30 = 1, Aaza7 # Azs 10, A2r2 = Aos 17, A2r13 = Aas s,
Agr03 # Ase6, A27,24 = Aoe 7, Ao7 12 # Ase12, A2z # Ase16, A27,3 # Aze1s, Aar23 = Ase 23,
Aar,9 = Age 24, Aor27 # Ase ot

28 | Axgo =0, Asgo =1, Aogg = 1, Aog12 = 0, Aog1a = 1, Asg17 = 1, Aogo1 = 1, Aggos = 1, | 13
Agg o9 =0, Agg o3 = Ao e, Azsa = Ase 19, Ass10 # Aoz, Asgzo # Aoris
29 | A290 = 0, Aggn =1, Agg10 = 0, Az919 = 1, Ang23 = 0, Azo20 = Ao712, A29a # Asga, | 13
Agg01 # Assa, Azgs = Assie, Azgor # Ass 0, Ago.a = Ass 19, Azg 13 = Asg s, Azg,15 = Ass 30
30 | Azoi0 =1, Aoz = 1, Aso23 = 0, Azo20 = 1, Az0,27 = Azs 10, Az0,4 = Ass 19, Azos # Asg 23, | 14
Azo,a = Azg 4, As025 = Azgs, Azo,12 # A29,12, Azo2 # A2017, Azo17 = Az917, Azoe # A2921,
Azo,14 # A29,29

S| o eo| o] rof|Fk

31 A1 0 =0, A314 =0, Ag121 = 0, Ag1,00 = 0, Az16 # Asg 21, Az1,14 = Asg 29, Az1,0 # Aso,0, | 10
Az1,17 # As0,0, Asi,19 # Aso,2, Aszia7 # Asoi7
32 | Az22 =0, Azp17 =0, Aza19 = Az0,2, Az2.21 = Az0.4, Az2.27 = Az1.10, As2s 7# Az1.23 6
33 | Aszo1 =0, Aszo # Asi17, Az # Asaa, Asze = Aso21, Azsia = Az g 5
34 | Agao =1, Az101 =0, Aza6 # Asa21, Asag # Asz o, Azanr = Assz 5
35 | Agso =1, Ag510 = Azs» 2
36 | Aszes # Ass 1
37 | Agro1 =0, As719 # Ase2 2
30 | Asgo =0 1
0 | Apa =1 1
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Table A.3: Starting point for a semi-free-start collision for 32 steps. Using the alter-
native description of SHA-2 (Section 12.5.1) and the notion of generalized
conditions (Section 8.3.2).

i VA; VE; VW;

17 ———-X X
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Table A.4: Characteristic for a semi-free-start collision for 32 steps of SHA-256.

i VA; VE; VW;

-4

-3

-2

-1

0 0--

1 1- 011-

2 0--u-- | --1-1-1000-1--11101101---1--1u0- u--
3 | 10n10nnn1nOn-11n1u01u11000uu0nOn | -1n1n10unOun101-n1n1n0110unOuOn0 | uu-un----- un---n-u-uu-n---u--un-
4| - n-—--———-—— 0--————-—- 0-1--- | -OnOnlnuuunO-1ulunnnuu011n000nnl | in---lu--uulu-uu------ nn--On----
5 I 1-——- Oulnnin-1010-00001u0101-11101110 | 01-1-un0-1-1n-nnluin0-Oun-0-n--n
6 n--u u---n-- | 00u01un0000000n111u00100101uullu | n----nnUU-N-NU---N--N---——------
7 -n10u000u1un0101nn10n00001n000ul | 1n0001un10uOnnn-01n01u10000unnnn
8 -10-1n0-0--1-01-0-1-0----n011-10

9 | ———-u u -0--u00-1-01-1--1---1

10 —--nunn n--n u-u-u--

11 ---0-10----100--0 1-0-0--

12 ---0011----011--1 0-1-1--

13 ——-un unnnn

14 ---00 00000

15 -—-11 11111

16

17 I n

18

19
20
21
22
23
24
25
26
27
28
29
30

31
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Table A.5: Set of conditions for the semi-free-start collision for 32 steps of SHA-256.

‘ Step ‘ Set of conditions # ‘
0 Epo=0 1
1 Ais=1,A12# Aoo, Aio=FEr0, E1p=1,E1p=1,E13=0,E111=0,FE113=0,E115=1 E12=1, | 13
E =1, Eir27 =0, E1,20 =0
2 Agp =1, Ap5 =0, Ago = Aio, Aoa # Ara, A21 = Arir, Azia # Arjia, A216 = Aujies A220 = Ai20, | 40
Az 2 = Amz, Agoa # Ar2a, a5 # Ar2s, A226 # At26, A220 # A129, A223 = Az 11, Ag20 = Az,
Agos # As1a, B2y =0, Eap =1, Ey3=1,FEo6=1,Ey10=1,Ey11 =0, Ez10=1, Ea13 =1, By 14 =0,
Eyi5=1,Eo16=1,Ez17 =1, Eapo =1, Ez20 =0, Fa3 =0, E224 =0, Eao5 =1, Epar =1, Eap9 =1,
Eys # Evs, Eao1 = Ean
Wao =1, Wazo # Waiz, Waos # Wang
3 Az0=0,A31=0,A35=0,A33=0,A34=1,A35=1, A365=0, A37 =0, A35 =0, A39 =1, Az50=1, | 92
Asnn =1, A310 =1, A313 =0, Azna =1, Az15 = 1, A316 = 0, Az17 =1, Az g = 1, A3 20 =0, Az 21 =0,
A2 =0, Agp3 =1, Ag24 =0, Ag25 =0, Ag6 =0, Ag27 =0, Agos =1, Ag29 =0, Az30 =0, Az 31 =1,
E30=0,E31=0,E32=0,E33=1,E34=0,E35=0,E36=1, E37=0, E35=1, E39=1, E310=0,
Esu =0,E312=1 FE313=0,E314=1, E315 =0, E317 =1, E318 =0, E3190 =1, E320 =0, E301 = 1,
23 =0, B394 =1, B35 =0, E306 =1, F597 =0, E308 =1, Fl309 =0, F530 =1
=1, Was=1,W39=0 W31 =1 W31o=1 W34 =1 Wz16=0, Wz =0, Wz =1,
W3.27 =0, Wios =1, Wa30 =1, Waz1 =1, Waa7 = Wao, Waoa # Wsz, Waos = Wsa, W0 = Wi,
Wios # Wi, Waoo = Wyz, Waog # War, Wiy = Was, Wi2s = Wa 10, Wiz = Wiz, Waoa # Wi,
Wao = Wais, Waee = W15, Wao2 # Waus, Wao = Wais, Waas = Waig, Wao6 = Wa
4 Agz =1, Ay = 0, Agas = 0, Ayps = 0, Ay = Az, Asg # Aga, Asnn = Az, Asaa # Agaa, | 67
Ag6 # Azj16, Aapo = A0, Aane = Az, Agoa # Asoa, Asng # Avog, Asnr = Ase, Eso =1, Egn =0,
Ei2 =0, B33 =0, E4q =0, Ey5 =0, By =0, E47 =1, E4g =1, E49 =0, Eg10 =1, E411 = 1,
E112=0,E113=0,E114=0,Ey15=1, Es16 =1, Es17 =1, Es1s =1, E4 20 =0, E121 =0, Ej22 = 1,
Bz =1, Egpa =1, Ea25 =0, Eyo6 =1, Eao7 =0, Ey08 =0, Eyp9 =0, By 30 =0, B9 # Az19
Wia=0,Wy5=0 Wyg=0, V[/49 =0, Waie =1, Warr =1, Wyrg =1, Wy =1, Wyo1 =1, Wy =1,
Wios =1, Wype = 1, Wyzo =0, Wyz1 =1, Wyag # Wa, Wang = Wao, Wiz # Waa, Waio = Wy,
Waar # Wiz, Waos = Waaa, Waor = Wyaa, Wyos = Wyas
5 Ass =1, As15 = 0, Aso # Aso, Asp # Aaz, Asa # Asa, Ase # Ase, Asan = Aar, Aspa = Agaa, | 74
A6 # Adjes Asis = Aans, As0 = Aapo, Asoz = Aspe, Asps = Agpa, Asos = Ados, As29 # Adoo,
Asne = Ass, Ason = Asa, Asor # Ase, Bso =0, Bs1 =1, Esp =1, Es3 =1, E54 =0, Es5 =1,
Esg =1 Es7=1 Es59=1,E510=0, E511 =1, E512 =0, E513 =1, E514 = 1, E515 =0, E516 = 0,
Es517=0,E518 =0, E520=0, E501 =1, E520 =0, E593 =1, E525 =0, E596 = 1, 527 = 0, E528 =0,
Es20=1,FE530=1,E531 =0, E10= A1
Ws0=0,Ws3=0,W55=0 W57=0 Wsg=1, W59=0, Ws11 =0, W12 =0, Ws 13 =1, W5 14 = 1,
Wsi5 =1, Ws16 = 0, Wgn =0, Ws19 =0, W59 =1, W5 o = 1, Wgﬂ =0, Ws25 =0, W6 = 1,
Wsos =1, Ws30 =1, W5 31 =0, Ws 29 = W51, W5 23 = Ws o, Ws21 = Ws 4, Ws29 # Ws.15
6 Ago = 0, Ags = 1, Agas = 1, Ag1s = 0, Ago6 = Aso6, As26 = Ae3, As2a # Asa, Asor # Asz, | T3
Aszo # As9, Aoz # Asa1, As2e # Asis, As2s = Agia, Aoze # Asar, Eoo = 1, Egp = 1, Egp =1,
Ee3z =1, FEsa =1, Es5 =1, Eg6 =0, Es7 = 1, Egs =0, Es9 = 0, Eg10 = 1, Eg11 = 0, Eg12 = 0,
Esi13=1,FEgia=1, Es15 =1, Eg16 =1, Es17 =0, Eg18 =0, E19 =0, Eg20 =0, E21 = 0, Eg22 =0,
Eg23 =0, Eg24 =0, Eg25 =0, Ego6 =1, Egor =1, Eg28 =0, Eg09 =1, Eg30 =0, Fg31 =0,
Wear =0, We1a = 0, We1s = 1, We19 = 0, Weo1 = 0, Weaz = 1, W4 = 1, W5 = 0, We26 = 0,
Wes1 = 0, Woar # Weo. Woos = Weo, Wooo = Wer, Wer # Wes, Weao = Wes, Wes # Woa,
Wﬁ 20 = We5, We10 = Wee, Weor # Wes, Weoz = Wer, Weos # Wez, Wea2 # Wes, Wezo = Wes,
Vo3 # We,9, We,30 = We,0, We,27 # W10, We,30 = Wo,15, We,20 # Weie
7 A7Az = A5, Ar6F# Ase, Aras = Asis, Ero=1,E71=1,E72=0,FE73=0,E74=0,E75=0,E76=1, | 66
Er7 =0, E78 =0, Er9=0, Er10=0, 711 =0, Er12 =0, Eru3 =1, Er1a =0, E715 = 0, Erj16 = 1,
Er17=0,Er18 =1, Er19=0, Er20 =0, Er21 =1, Er90 =1, Ego3 =1, E7r 94 =0, E725 =0, E7 96 = 0,
Eror =1, E708 =0, Er99 =1, E730 =0
Wro=0,We1 =0, Wro =0, We3 =0, Wrg=1 Wr5=0 Wre=0, Wr7 =0, Wyg =0, Wrg =1,
Wrio =1, Wein =1, Wria =0, Weaz = 0, Weag =1, Wrgs = 0, Wrir = 0, Wrag = 0, Wrig = 0,
Wrao =0, Wror = 1, Wrga =0, Wrag = 1, Wrog =0, Wros = 1, Wroe = 1, Wror = 0, Wrag = 0,
Wr29 =0, Wr30 =0, Wrz1 =1, VL716 #E%m
8 Ago = A7, Ass # Are, Asis # Aris, Asie # Are, Asis = Aris, Agor # Aror, Fso =0, Egp =1, | 46
Eg3z=1,FEgqy =1 Eg5=0, Egg =0, Eg11 =0, Eg13 =1, Eg15 =0, Eg17 =1, Eg13 =0, Ego0 = 1,
Es23 =0, Ego5 =0, Fgo6 =0, Egor =1, Esg29 =0, Eg30 =1, Eg10 = Eg7, Eso1 # Esgs,
Wss =0, We16 =0, W17 =0, Wy 18 =0, W19 = 1, Wy oy = 1, Wy o # Ago, W1 = Ag1, Waa # Asa,
Ws21 = Wso, Wyoo = W1, Wsos # Wso, Wag # Wss, Wss # Wsa, Wsas # W, Weat # Wsiio,
W28 # Ws 13, Ws20 # Ws1a, W0 # Wsis, We 1 = Ws 20
9 Agi6 =1, Agor = 1, Agos = Ag5, Ag15 = Ags, Ao1s # Ag7, Agos = Ag7, Eon =0, Egs =1, Egg =0, | 22
By =1, Ey15 =1, Eg1s =1, Ego0 = 1, Eg21 =0, 23 =1, Eg 25 =0, Eg26 =0, Eg 27 = 1, g 30 =0,
Eg14 # Eg0, Eoa3 # Eog, Eoge = Foo
10 Ao = Asie Arogr = Asgpr, B2 = 1, Eygs = 1, Eygg = 1, Eip15 = 0, E19u8 = 0, Eigas = 0, | 25
FE10.26 = 0, Ero27 = 1, E1028 = 0, E10,13 # F10,0, E10,14 # F10,0, E1023 = F105, Fro,20 = Er0,7, Fro21 #
Eios, Ero22 # Ei0,9, Er023 = E10,9, E10,23 = E10,10, Er0,20 = Ev0,105 Eroz0 # Ero,12, Ero31 # Eio13,
Ero,20 # Ero,16, Bro22 # E10,17, Fro24 = E10,19
11| A6 = Ao, Airer = Aoy, Fri2 =0, Enng =0, Enig =1, B35 = 0, Ey1,i8 = 0, B9 = 0, | 12
Eii20=1,E1195 =0, 1196 =1, F1128 =0
12 Ei22 =1, B34 =1, E126 =0, E1215 = 1, E1218 = 1, E1219 = 1, E1220 = 0, Ei205 = 1, Fiao6 = 1, | 12
Ei227 =0, Bi2,08 =0, Ei2,16 # E11,16
13 | Ei36 = 0, Bizq7 = 0, Ei3as = 0, Eiz310 = 0, Eiz20 = 1, Eiz397 = 0, Ei328 = 1, E1313 # Ei30, | 25
Ei314 = E13,0, E136 = E13.1, E1314 # Fi13.1, E1315 # E13,1, E1315 = E132, E13.20 = E132, E13.21 # E133,
Ers30 # Erss, E1s 22 # Bz, Eisa1 # Eisa, Eisos # g s, Eispa # Erse, Ers s = Bia7, Eisis # Eiss,
Ei3.14 = Fi39, E1330 = Ei311, Eiz 31 # Eizaz
14 | Eiu16 =0, Eia17 =0, Eias =0, a0 =0, Eia00 =0, Er4,07 =0, E14,055 =0
15 FEisi6 =1, Eisn7=1, Eisas =1, Bis19 =1, Ei520 =1, E1507 =1, Ei508 = 1
17 Wizie =0, Wizor =0, Wizaa # Waas, Wiza = Wizo, Wizae # Wiz20

o |~
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Table A.6: Starting point for a collision for 27 steps of SHA-256.

VA;

VE;

VW;
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Appendix A. Differential Characteristics and Conditions

Table A.7: Characteristic for a collision for 27 steps of SHA-256.

VA;

VE;

VW

25

1 1
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-1n1n1011u011100nn100u10-10000u-
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————— 1-001000--=======11-=====-=

Oul-nn-n-u-1u---11unOuulOul0iul-

---0-1nnn---u-1----- 10uu0-------

26
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Table A.8: Set of conditions for the collision for 27 steps of SHA-256.

[ Step |

Set of conditions

[ # ]

5

Es6=1, E515=1

2

6

Asa = As, Aes # As 3, Az = Asz, Ass 7 Asss As10 # As 19, As 22 # As 22, As 23 = As 23,
Ees=0,E68 =0, Es13=1, Eg15=0, Eg16 =1, E618 =0, Eg21 =0, Eg30 =1, Eg2 = E52,
Es9 # Es9, Fo,14 = E514

18

Aro =1, A73=1,Ar4=1,A7r5 =1, A77 =0, A7 =0, A712 =0, A719 = 1, A722 =0,
A73 =0, A704 =1, A710 # A71, Ar11 # As11, Az.25 # Ae25, A731 # A710, A731 # A711,
Azps = Azia, Arp6 = A71s, A7 = Ari6, Aros = Arae, Aros = Arar, Ar20 = A717,
Az # Arg0, Ern =0, B =0, Bz = 0, Brg = 1, Erg = 1, Erg = 1, Ery0 = 1,
Ernn =1, Eri3 = 1, Brig = 1, BE7i5 = 0, E716 = 0, Er1s = 1, Er19 = 1, E7a0 = 0,
Ero1 =1, Er2o =1, Ero6 = 1, Ego7 = 1, Ero9 = 1, E730 = 0, Er31 = 1, E75 = Eg5,
Er12 = Ega2, Eros = Egas, Ers = Ero, Eras = Era, Eros # Eraz, Wep =0, Wrz =1,
Wia=0,Wrs=1,Wss=0 Wr7=0 Wrg=1 Ws9=0 Wy =1 Wria=1 Wri3=1,

fraa =1, Wras =1, Wrie = 1, Wrar = 0, Wrng = 1, Wrgg = 0, W2 = 0, Wrag = 1,
Wrae =1, Wy 30 =0, Wrz1 =0, Wra1 # Wro, Wris # Wra, Wrag # Wi, Wror # Wr o,
Wz,25 = Wr10, Wr29 = Wr1s, Wr29 = Wr o5

80

Agin = 1, Agna = 1, Ag13 = 0, Agas = 0, Agaz = 0, Agoq = 0, Agos = 0, Agor = 0,
Asgps = 0, Aga9 = 0, Ag30 = 0, Ag31 = 0, Ag10 # Wizn0, As1a # Wiz 14, As 26 # Wiz,
Asi9 # Asjio, Asio # Ar10, As20 = Arg0, As2e # A726, Asi0 = Asy, Asie # Asa,
Asi7 = Ass, Asis # Ase, Asis = Ase, Asis # Asy7, Asig = Ag7, Asoo0 # Ass, Eso =0,
Esq1 =1, FEg2s =1, Es3 =0, Es4 =0, Eg5 =0, Egsg =1, Eg7 =0, Egg = 0, Egg = 0,
Esi0=1,E311 =0, Eg12=0, Eg13=1, Eg1a =1, Eg15 =0, Eg 16 =0, Es17 =1, Eg 18 = 1,
Eg19=1, Ego1 =1, Egoo =1, Eg23 =0, Eg24 =0, Eg o5 = 1, Eg 06 = 0, Eg 27 =0, Eg 28 =0,
Esa9 = 0, Es30 = 0, Eg31 = 0, Wss = 0, Wsg =0, Wg19 = 0, Wgo3 = 0, W26 = 1,
Wsao # Wss, Wsa = Wys, Wear = Wsg, Wsis = Wsa1, Weaa # Wsis, Weso # Wss,
Ws,29 = Ws 25

70

Agg =1, Agio = 1, Ag11 = 0, Agig = 1, Agao = 0, Ag2z = 0, Agag = 0, Agar = 1,
Agz # A7z, Agu = Asa, Aoz # Ag 7, Ag12 # Ao, Aoz # Ag 1, Agis # Aoz, Agie # Aga,
Ag 15 # Age, Aois # Ag7, Agso # Aoz, Agog # Agg, Agzo # Aoo1, Aozt # Aoz, o =1,
Egs =0, Eg3 =0, B9y =0, Eg5 =0, Egg =1, Egg =0, Egg =1, Eg10 = 1, Eg11 = 0,
Eg12=0, Eg13=1, Eg14 =0, Eg15=0, Eg16 =0, Eg17 =0, Eg13 =1, Eg19 =1, Eg20 =1,
Eg921 =0, Egoe =1, Ega3 =1, Egos =1, Eg o5 =0, Eg 26 =1, Eg o7 =0, Eg o8 =1, Eg29 =0,
Eg30 =1

50

10

Atos # Ass, Aro10 # Asj10 A1019 # As e, Aro,20 = As 20, Aro26 # As26, Aro,12 = Ag 12,
Aro,13 = Ag 13, Aro22 = Ag 22, Aro24 # Ag 24, Aro2s # Ag2s, Aro2s = Agas, Aro20 = Ag 20,
Ato,30 # Ag30, Ar0,31 # Aoz1, Eroo =1, Eio1 =1, Eio3 =1, E105 =0, Eg6 =1, E1o7 =1,
Eyg =0, Eo9 =0, Er910 =0, E19,11 = 0, Eip,12 = 0, Eip13 = 0, Eipa = 1, Eo15 = 1,
Eip16 =0, E1917 = 0, E10,18 = 1, Eip,19 = 1, Eig20 = 0, Ei921 = 1, E1922 = 1, Ero23 = 1,
Eio24 =1, E1925 =0, E1926 = 0, B10,27 = 0, F19.28 =0, E19,29 =0, E1930 =0, Fio31 =1

44

11

Ang = Aiog, Ai,10 = Aro0, A # Aroar, Ao # Aioe, A0 # Ato20, A1z =
Avo,23, A11,26 # Aro,26, Ar1,27 # Aroer, Erio =1, E1g =0, Enyo =0, E113=0, E114 =0,
Ens =0, Enig =0, Eng =1, Eng =0, E1ig =0, Eniio =1, Enn = 1, B = 0,
Eijpa =1, Enjgs =1, B = 1, Eiiir = 0, Enis = 1, Eiig = 0, Eigo = 1, Engr =0,
B =1, Fues =1 Eua=1 FEnass =1 Eus =1, Ei127 =0, E1128 =0, E1129 = 0,
Ei130=0, E1131 =0

39

12

Ei21 =0, B2z =1, E1a3 = 1, E1a6 = 0, E125 = 0, E129 = 1, E1210 = 0, E1212 = 1,
Epi3 =1, Big1a =1, E1p19 = 1, Biap0 = 1, Fi201 =0, E1292 = 1, Fi293 = 0, E1p04 = 1,
Ei295 =0, Er226 = 1, E1230 = 1, E1231 = 0, E1a.11 = Wiz 11, Ei22r # Wizor, B2 # Aso,
Eia5 = E120, Wi20 =0, Wi21 =0, Wiz4 =0, Wiz =0, Wigg =1, Wiz 12 =0, Wi213 =0,
Wigo1 =1, Wigo3 =0, Wigogs =1, Wiggs =1

35

13

E31 =1, BEi32 =0, Ei36 =1, Eig7 = 1, E138 = 0, E139 = 0, Ei310 = 1, E1312 = 0,
Ez13 =1, Bi31a =1, E1315 = 1, E1310 = 1, Fi300 = 1, E1321 = 1, Ei300 = 0, E1323 = 1,
Ei324 =0, Er325 =1, E1326 = 1, E13,27 =0, Erz08 = 1, Ei330 = 1, B3 31 =0, E135 = Enz0,
Ei3,17 = Ei34, Fiss = Eis 5, Ei320 = Fizn1

27

14

F148 =0, E149 =0, E1400 =1, B1g01 =1, F1420 =0, E1423 = 1, F1424 =0, E1g06 =1

15

Eiss =1, Ei59 = 1, E1519 = 0, E1520 = 0, E1521 = 0, Ei520 = 1, Ei523 = 0, E1524 = 0,
Eiso6 =1, Wis1 =0, Wisp =1, Wisgg =1, Wisa =0, Wiss =1, Wisg =1, Wis7 =0,
Wisg =1, Wisg =1, Wis10=1, Wis11 =0, Wis12 =0, Wisiz3 =1, Wis1a = 1, Wis15 = 1,
Wisio =1, Wiso0 =1, Wiz =1, Wi524 =0, Wi526 = 0, Wi527 =0, Wi529 = 1, Wi530 = 1,
Wisz1 =0, Wis 23 # Wiso, Wis 25 # Wis.0, Wises = Wisas, Wis s # Wiso1

37

17

Wiz =0, Wirg =1, Wizg =1, Wiz10 =0, Wiz11 =1, Wizar = 1, Wig19 = 1, Wiz 23 =0,
Wiz24 =0, Wiz25 = 0, Wiz 06 = 1, Wiz 08 = 0, Wiz 2 # Wir,0, Wiz 30 = Wir0, Wizz1 = Wiz,
Wizz1 = Wize, Wiro1 = Wizaz, Wirar = Wizaa, Wizes = Wiras, Wiror # Wiras
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