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Abstract

Wireless sensor networks (WSNs) are typically used in application areas without wired
infrastructure and so they are energy-critical systems. These networks consist of a large
number of sensor nodes. The sensor nodes exchange information via radio technology
and each of them comes with its own energy source. As energy sources, batteries or
energy harvesting systems (EHSs) can be used. The latter convert environmental energy
into electrical energy and enable a continuous and autarkic operation. However, the
harvestable power of the environment and also the capacity of the batteries are limited.
Therefore, an optimization concerning the energy consumption is necessary.

Sensor nodes feature hardware and software which interact with each other. Hence, the
hardware state can influence the behavior of the software and vice versa. Particularly
energy harvesting WSNs come with software components which adapt their behavior to
the energy state of the sensor node. To be able to optimize such WSNs, an analysis of the
interactions is necessary.

This thesis deals primarily with the analysis of hardware-software interactions in energy
harvesting wireless sensor networks. For this purpose, a simulation environment was
implemented specifically for a concurrent simulation of hardware and software. The energy
harvesting hardware is modeled at component level to ensure realistic results. Two case
studies illustrate that the analysis of the interactions actually enhances the optimization
of WSNs.
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Kurzfassung

Drahtlose Sensornetzwerke werden typischerweise in Anwendungsbereichen ohne kabelge-
bundene Infrastruktur eingesetzt und sind deshalb energiekritische Systeme. Diese Sen-
sornetzwerke bestehen aus einer Vielzahl von Sensorknoten, welche mittels Funktechnik
Informationen iibermitteln, wobei jeder iiber eine eigene Energiequelle verfiigt. Als Ener-
giequellen konnen Batterien oder Energiegewinnungssysteme verwendet werden. Letztere
wandeln Energie aus der Umgebung in elektrische Energie um und erméglichen somit einen
ununterbrochenen und autarken Betrieb. Da jedoch die gewinnbare Leistung aus der Um-
gebung und auch die Speicherkapazitéit der Batterien begrenzt sind, ist eine Optimierung
hinsichtlich des Energieverbrauches notwendig.

Sensorknoten weisen eine Hardware und eine Software auf, welche miteinander wech-
selwirken. Daher kann der Hardwarezustand das Verhalten der Software beeinflussen und
umgekehrt. Vor allem Sensornetzwerke mit Energiegewinnungssystemen verfiigen haufig
iber Softwarekomponenten, welche ihr Verhalten an den Energiezustand der Sensorknoten
anpassen. Um solche Sensornetzwerke optimieren zu kénnen, ist eine Analyse der Wech-
selwirkungen notwendig.

Diese Arbeit beschiftigt sich also im Wesentlichen mit der Analyse von Hardware-
Software-Wechselwirkungen in Sensornetzwerken mit Energiegewinnungssystemen. Dazu
wurde eine Simulationsumgebung implementiert, und zwar fiir die gleichzeitige Simulati-
on von Hardware und Software. Die Energiegewinnungs-Hardware im Speziellen ist auf
Bauteilebene modelliert und gewahrleistet somit realistische Ergebnisse. Zwei Fallstudien
zeigen, dass die Analyse der Wechselwirkungen tatséchlich die Optimierung der Sensor-
netzwerke verbessert.
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Extended Abstract

Wireless sensor networks (WSNs) provide a digital interface with their environment
to enable remote monitoring and tracking. WSNs are a key technology for ubiquitous
computing. WSNs consist of small and networked devices, so called sensor nodes. These
devices measure physical quantities, process the measurement data, and transmit the
gained information to one or more recipients in a multi-hop manner. Precision agriculture,
wildlife monitoring, forest fire and flood detection, human health care, and structural
health monitoring are only a few examples which have one thing in common: the absence
of wired infrastructure. This fact is typical for all WSNs and causes the necessity of a
wireless communication and an autarkic energy supply of each sensor node.

The autarkic energy supply raises the problem of limited energy and power constraints.
Basically, there are two possibilities to supply sensor nodes. First, primary cells (non-
rechargeable batteries) can be used. Their advantage is the predictability of the sensor
nodes’ period of operation, assuming that the average power consumption is known. A
disadvantage is the limited capacity of the batteries due to the limited physical size of
a sensor node given by its application area. Second, energy harvesting systems (EHSs)
can be employed for supplying sensor nodes. They consist of an energy harvesting device
(e.g. solar cells), an energy storage component, and a circuitry which connects them.
EHSs convert environmental energy into electrical energy and store it for periods with
insufficient harvestable energy. The advantage is the possibility of a perpetual operation
under certain constraints. However, the already mentioned restriction of the physical size
of a sensor node for a specific application also causes a limitation of the harvestable power.

In the case of supplying the sensor nodes by primary batteries, the limitation of the
stored energy is the reason for a preferably low average power consumption of the sensor
nodes to extend the period of operation as long as possible. In the case of supplying the
sensor nodes by EHSs, the limitation of the harvestable power causes the necessity of well-
dimensioned energy storage components and also a limitation of the sensor node’s average
power consumption. However, in almost all application areas of WSNs, a manual exchange
or recharging of the batteries is disproportionately time-consuming and expensive. The
reasons are the typically high amount of sensor nodes and their location difficult to access.
Therefore, each sensor node of the WSN has to be as energy efficient as possible.

The development of energy-efficient WSNs is difficult because hardware and software
always interact. This means that the behavior of the software may change the state of the
hardware, and the state of the hardware may alter the behavior of the software. Energy
harvesting WSNs imply further interactions. On the one hand, they interact with their
environment by means of measurements and energy harvesting. The harvestable energy
depends on the available energy of the environment. On the other hand, their EHSs
require energy management to enable a long or perpetual operation which itself causes
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Figure 1: Overview of the implemented simulation environment. The non-shaded modules
are implemented in SystemC and the shaded modules in SystemC-AMS.

local interactions of the sensor node’s units. Therefore, an analysis of the hardware-
software interaction in energy harvesting WSNs improves their optimization. Thus, this
analysis enhances the development and operation of such WSNs.

The analysis of hardware-software interactions requires a methodology to find out how
the subsystems interact with each other. Basically, there are three different possibilities:
the analytical methodology, the empirical methodology, and the simulation methodology.
Although all three of them can be utilized for analyzing hardware-software interactions,
the simulation methodology provides the highest flexibility. Therefore, this methodology
has been selected.

This work presents a simulation environment developed in SystemC-AMS. The simula-
tion environment supports a functional simulation of the software and an analog simulation
of the energy supply [1, 2] in order to analyze energy-related interactions between software
and hardware. Figure 1 gives an overview of the simulation environment. It comprises
an environment model which connects the nodes with each other and provides them with
location-specific information, and a sensor node model consisting of a sensor node behavior
model and an energy supply model.

The sensor node behavior model is defined by its application software and the access to
its hardware modules. Here, the hardware modules are represented by high-level models
which reduce the computational complexity. This means that the hardware is modeled
functionally, especially the communication module, the sensor modules, and the processing
module. The current consumption of these hardware modules is modeled by using power
states inside the sensor node behavior module to ensure a realistic power trace.

The energy supply model consists of the energy source model and the load model which
simulates the current consumption of a sensor node according to the power state provided
by the sensor node behavior model. Different types of energy sources are supported by
exchanging the energy source model. In this work, a battery model and an EHS model
have been implemented. The hardware of an EHS can be structured into different tiers
with special functionalities: the measurement tier, the power control and conditioning
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tier, the storage access tier, and the energy storage tier [3]. These tiers can be adapted to
each other to enhance the overall efficiency. Also, individual tiers can be easily exchanged
to modify the behavior of the EHS. In order to enhance the accuracy of the simulation
results, realistic models of the energy harvesting devices are used which are generated
by using an on-site characterization instrument [4]. These realistic models also enhance
the design process of energy harvesting WSN since the energy supply can be adapted to
specific application scenarios.

The interaction between the software and hardware is ensured by the connection of the
sensor node behavior model and the energy supply model. Two case studies, which are
described in the following, show the effect of this interaction.

First, a low-power technique called component-aware dynamic voltage scaling (CADVS)
is evaluated [5, 6] and simulated [2]. It combines the power-down of unused components
(e.g. sensors and communication module) and the minimization of the supply voltage.
Typically, each component of the hardware has its own supply voltage range. Therefore,
the minimum allowed supply voltage depends on the activated components. These com-
ponents and consequently the minimum allowed supply voltage vary over time. CADVS
uses variable voltage converters to adjust the supply voltage of the hardware to save as
much energy as possible. It has been shown that the energy savings depend on the leak-
age and quiescent currents of the voltage conversion circuit with respect to the supply
current of the sensor node. Typically, the leakage and quiescent currents of the converter
circuits strongly influence the energy savings at a low supply current. Therefore, the best
converter circuit depends on the application running on the mobile device or WSN node.
This means that the behavior of the software is a decisive factor for the selection of the
optimal hardware.

Second, a measurement error of a sensor node’s state-of-charge may affect the whole
network behavior and reduce the network lifetime [7, 8]. Todays protocols and applica-
tions for WSNs are often energy aware. However, the state-of-charge (SoC) estimation of
the energy storage component (e.g. rechargeable battery) influences the decisions of the
energy-aware software. This may cause a wrong distribution of the workload or network
traffic to specific nodes with a measurement error. Thus, the average power consumption
of these nodes is increased which results in the reduction of the network lifetime. This
means that the hardware influences the behavior of the software.

These two case studies illustrate that the analysis of the hardware-software interactions
actually enhances the optimization of WSNs. Due to this optimization, the period of oper-
ation can be extended and the maintenance can be reduced. The implemented simulation
environment for WSNs enables a concurrent simulation of the software and energy har-
vesting hardware at circuit level by using a single modeling language. This new approach
of simulating energy harvesting WSNs enables a realistic analysis of hardware-software
interactions.
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1 Introduction

Acquiring information, information processing, and communication are key developments
of our modern society which are known as information and communication technology
(ICT). There are two basic components of ICT. The first one is a node which collects,
processes, and stores data. The second one is a connection that enables an exchange of
information between the nodes. The connected nodes establish networks for distributed in-
formation processing and storage. On a large scale, global networks are used for connecting
computers and electronic devices across the globe to satisfy our need for information. Due
to the increasing amount of data, these large networks are equipped with fast broadband
connections and energy-demanding server nodes.

On a smaller scale, wireless sensor networks (WSNs) provide a digital interface with
the environment and enable ubiquitous computing in application areas without wired in-
frastructure. Examples are environmental monitoring [9], precision agriculture [10, 11],
wildlife monitoring and tracking [12, 13], human health care [14, 15], structural health
monitoring [16, 17, 18], and building automation [19, 20]. In such application areas, an in-
stallation of infrastructure is too time-consuming, expensive and in some cases completely
impossible. WSNs are a typically cheap and an easy solution to address this problem.

1.1 Wireless Sensor Networks

WSNs consist of small sensor nodes, each of them equipped with sensors to measure
physical quantities of their environment. The measured data can be preprocessed and
stored at these nodes. Each node is additionally equipped with a wireless communication
module to transmit or receive data, status, or command messages. The sensor nodes form
a meshed network topology, and within the network, most messages are routed in a multi-
hop manner to a base station which collects the data of all sensor nodes. The advantage
of such a network structure is that the covered area can be easily extended by adding
more sensor nodes. Thus, WSNs are suitable for covering large areas with minimal effort.
However, the connectivity of the network and the network lifetime may depend on the
operational capability of individual nodes and a sufficient wireless connectivity between
them. In some application areas, especially in industrial applications, interferences cause
sudden communication problems. Therefore, reliable WSNs must be fault tolerant in case
of a spatially and temporally limited loss of communication links or node failures.

The absence of wired infrastructure causes another problem: the energy supply. Each
sensor node needs a dedicated energy supply, which is discussed in the following section.

1.1.1 Energy Supply of Wireless Sensor Nodes

A sufficient energy supply is a fundamental requirement for the operability of a sensor
node. Therefore, and due to the meshed network structure, the network lifetime may
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1 Introduction

depend on the sufficient energy supply of individual sensor nodes [21]. Basically, there are
two different possibilities to supply a sensor node. First, it can already be powered with
energy when being installed. Primary cells (non-rechargeable batteries) are typically used
in such cases. Second, the energy of the environment can be utilized to power a sensor
node. So called energy harvesting systems (EHSs) are developed for this purpose. Both
methods including their advantages and disadvantages are described in the following.

1.1.1.1 Battery-Powered Wireless Sensor Nodes

Primary cells provide a certain amount of initial energy. They are used for sensor nodes
with an a priori determined period of operation. This amount of time is mainly defined by
the capacity of the primary cell and the average power consumption of the sensor node.
However, the period of operation cannot be increased indefinitely by reducing the average
power consumption of the sensor node. The reason is the leakage current of the primary
cells [22]. If the average current drained to supply the sensor node is smaller than the
leakage current, the period of operation is mainly defined by the latter.

The advantage of primary cells is the continuous energy supply. If the period of operation
defined a priori is sufficient, the supply of sensor nodes using primary cells guarantees a
continuous operation. For this, however, the knowledge of the expected average power
consumption of the sensor node is required.

However, if the primary cells have to be replaced to extend the period of operation,
the maintenance effort of the WSN increases significantly. The reason is that a WSN
may consist of thousands of nodes [23] and some nodes may be installed at hard-to-access
locations [24]. This is called the battery replacement problem [25].

1.1.1.2 Energy Harvesting Wireless Sensor Nodes

Energy harvesting WSNs (EH-WSNs) use EHSs to supply the sensor nodes. The EHSs
convert environmental energy into electrical energy. Depending on the application area,
different energy sources can be used. Solar radiation, thermal gradients, or vibrations are
often utilized to supply sensor nodes [26, 27, 28]. A well-designed EHS extends the period
of operation or even enables a perpetual operation. However, the temporal variation of the
harvestable energy is typically significant. Therefore, a certain amount of the harvested
energy must be stored to allow a continuous supply of the sensor node [29]. Secondary
cells (rechargeable batteries) or supercapacitors — or a combination of both — store energy
for periods with insufficient harvestable energy [27, 30].

1.1.1.3 Limitations of Available Power and Energy

Depending on the application area of the WSN, the size of the sensor nodes is often limited.
Originally developed for military use, WSNs should be deployed on enemy territory to
detect the opponent’s movements. Therefore, the sensor nodes are intended to be as
small as possible, ideally as small as a mote. Thus, a sensor node is sometimes called
“mote”. Other applications also require rather small sensor nodes. One of the smallest
developed energy harvesting wireless sensors is presented in [31]. It is intended to measure
the intraocular pressure of the human eye. Therefore, the volume of the sensor is limited
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to 1.5mm3. It is powered by two integrated solar cells and consumes an average power of
5.3nW at an activation interval of 15 minutes.

Due to the restricted size of a sensor node, the capacity of its primary cell is also limited.
This restricts the available energy for supplying a sensor node. That is why it must be as
energy efficient as possible to optimize the period of operation. In the case of EH-WSNs,
the limited size restricts the harvestable power and the storable energy of EHSs. Here, the
energy efficiency of the sensor node is important to enable a perpetual operation without
interruptions. Therefore, energy management and awareness are important for WSNs,
which is discussed in the following section.

1.1.2 Energy-Aware Services and Applications

FEnergy awareness is important for energy-efficient WSNs. The behavior of these WSNs is
adapted to energy-related parameters, for instance the remaining stored energy. Therefore,
the nodes are able to omit unnecessary tasks in order to extend the period of operation
or enable perpetual operation.

Energy-aware routing [21, 32, 33, 34, 35] distributes the network traffic between different
sensor nodes. Otherwise, the sensor nodes along the best route will be loaded with too
much traffic and the lifetime of these sensor nodes will be reduced. The excessive network
traffic at nodes near a base station compared with marginal nodes is called the energy
hole problem [36, 37]. This difficulty can be mitigated with energy-aware routing.

Energy-aware workload distribution [38, 39] is also used for extending a WSN’s period
of operation. Specific tasks are assigned to sensor nodes with sufficient available energy.
If the tasks are location specific, the distribution is only possible to nodes inside a region
of interest with similar environmental conditions.

In the case of EH-WSNs, it is also possible to adapt the behavior to the harvestable
energy [38]. For example, high power peaks can be used for performing energy-demanding
tasks.

1.2 RiverMote - A Motivating Example

The RiverMote project [40, 41, 42, 43] aims at monitoring a river’s water level by using
EH-WSNs. The sensor nodes are fixed to the inside of a moored buoy, and each sensor
node can be equipped with a GPS receiver, an ultrasonic sensor, and a pressure sensor to
measure the water level. The purpose of the WSN is to use it as an early warning system
for dangerous floods. The structure is shown in Figure 1.1. Such a WSN is a good example
for installing the sensor nodes spread across a wide area in hard-to-access locations. A
replacement of the batteries is time consuming and expensive. Therefore, each sensor node
is equipped with a solar cell and two supercapacitors to supply it continuously. The project
has not been finished yet and only one prototype has been implemented so far. However,
measurements from this prototype show the necessity of energy-aware implementation
because of bad weather conditions during winter. Hardware and software were adapted to
each other to optimize the operation.

The analysis of the hardware-software interaction in this EH-WSN would further en-
hance the optimization process. By using a simulation, the operating mode of a multitude
of sensor nodes can be estimated without their implementation and deployment. Possible
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Figure 1.1: RiverMote WSN application scenario for early flood warning. Energy harvest-
ing sensor nodes are fixed to the inside of a moored buoy. The information of
the water level is transmitted to the base station in a multi-hop manner.

problems can be detected prior to the deployment, which avoids extensive maintenance.
Therefore, the analysis and simulation of hardware-software interactions may save a lot of
time and costs.

1.3 Wireless Sensor Networks as Interacting Systems

To be able to discuss WSNs as interacting systems, the terms system and interactions
have to be explained. As described in [44], systems are defined by their internal structure
and external behavior. The latter is defined by the input and the corresponding output
of the system. Furthermore, systems theory deals with the combination of subsystems to
larger systems and with decomposition of systems into individual components. Therefore,
each system can be composed of individual elements interacting with each other. Such
systems can be used for describing real systems at a certain abstraction level. The models
of real systems are important to predict the behavior by simulation.

System descriptions are used in different application areas. Biology [45], economics [46],
environmental simulation [47], home automation modeling [48], network analysis [49], and
road traffic analysis [50] are only a few examples. WSNs can also be described as sys-
tems [51, 52]. Each sensor node of a WSN consists of different components interacting with
each other to perform certain tasks. The sensor nodes also interact with their environ-
ment by measurements and energy harvesting as well as with each other by an exchange
of information.

1.3.1 Hardware-Software Interactions

Each sensor node consists of hardware components defining the physical structure, and
software which defines the behavior. The combination of hardware and software leads to
interactions between them. Basically, the hardware-software interactions can be divided
into two types which are described in the following.
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1.3.1.1 Effects of Software on Hardware

Software accesses different hardware components while being executed, for instance regis-
ters, memory, timers, sensors, or communication modules. These accesses cause a temporal
variation of the power consumption of the sensor node. Therefore, the execution of soft-
ware changes the state of the hardware. The software can actively conserve energy by
using efficient energy management strategies, and it can also change the way how a sensor
node interacts with its environment, for instance by activating or deactivating sensors or
energy harvesting.

However, the active control of hardware components may also be a disadvantage in case
of software failures or problems. If critical control operations cannot be performed, hard-
ware components may be damaged. For example, overcharge or undercharge of sensitive
energy storage components may be triggered by faulty software.

1.3.1.2 Effects of Hardware on Software

The hardware itself cannot change the behavior of the software since the first mentioned
usually does not change during the operation. However, the internal state of the hardware
can influence the behavior of the software. As mentioned before, energy-aware services and
applications adapt their behavior to the information of the internal state of the hardware.
Each energy-aware sensor node requires sensors to measure the energy-related internal
states of the hardware. An example is the state-of-charge (SoC) of the energy storage
component.

Hardware failures may disrupt a continuous operation of a sensor node which, therefore,
is required to detect failures of specific hardware components itself. Self-healing sensor
nodes [53] are able to solve uncritical hardware failures, for instance by deactivating soft-
ware components that use the faulty hardware components. Information about the health
status influences the behavior of the sensor node’s software in order to deactivate the
relevant components if possible.

1.3.2 Interactions in Energy Harvesting Wireless Sensor Networks

A correct operation of an EH-WSN depends on the available environmental energy. There-
fore, strong interactions exist between the environment and the sensor nodes. The behav-
ior of the WSN must be adapted to the local energy conditions to guarantee a perpetual
operation. Energy-aware services and applications are important components of these
WSNs.

EHSs are complex systems which implicate further energy-related interactions. Mea-
surements of the input power, the output power, or the stored energy are a part of such
interactions. Typically, voltage and current measurements are used for determining the
power values. As shown in [7] and [8], measurement errors influence the behavior and the
lifetime of a WSN, which is discussed later in Section 4.2.

1.4 Simulation of Wireless Sensor Networks

Simulation is typically used for analyzing the behavior of WSNs, and numerous survey
papers are available on this matter [54, 55, 56, 57, 58, 59, 60, 61, 62]. It is an easy way to
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study different software implementations without programming and deploying the sensor
nodes. Due to the fact that the application areas are very different, the simulation of a sen-
sor node must be adaptable to them. Also the simulated hardware and software modules
have to be exchangeable. Then, a flexible simulation of different hardware configurations
with different software at various environmental conditions is possible.

The simulation of the energy consumption of a sensor node is necessary to estimate the
network lifetime. Each sensor node is assumed to have a certain amount of initial energy.
First simulation environments aimed at the analysis of different routing protocols regarding
this lifetime [21, 63]. A method often applied for simulating the energy consumption is the
use of power states which are defined by the active hardware components at a particular
time [64, 63, 65].

The simulation of a WSN can be used for its optimization during the following phases
of development:

Design: A rough simulation can be employed to estimate system-critical parameters, for
instance network lifetime or reliability. The results can be used for a feasibility study.

Implementation: Simulation results can be utilized to optimize the implementation of the
WSN’s hardware and software.

Verification: Testing of the system and of individual modules can be supported by using a
simulation environment. A final test with real sensor nodes only needs to be executed
if the implementation proves successful in the simulation.

Maintenance: A simulation parallel to the deployed WSN may show anomalies or prob-
lems during the operation.

1.4.1 Combined Simulation of Software and Hardware

As mentioned before, an energy-related analysis is important for WSNs and even more
significant for EH-WSNs. Due to the energy-related interactions in WSNs, a separated
simulation is not possible. Therefore, a combined simulation environment is necessary
to analyze the energy-related behavior. It is important that the results of the hardware
simulation at a particular time are immediately forwarded to the software simulation which
may adapt their behavior. Also the results of the software simulation have to be passed
on to the hardware simulation instantaneously to correctly change their state. Ideally, it
happens in the same simulation step.

1.4.2 Simulation-Based Enhancement of Energy Harvesting Wireless Sensor
Networks

EH-WSNs suffer from being strongly dependent on the harvestable energy from their envi-
ronment. A meaningful simulation can be used for optimizing the sensor nodes according
to their application. However, a good knowledge and models of the harvestable energy
are necessary. The hardware as well as the software can be adapted to the environmental
conditions. Different modules can be simulated by using the same harvestable energy;
therefore, the results are comparable and the best modules can be selected.
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1.5 Thesis Organization

The remainder of this thesis is organized as follows: Chapter 2 outlines related work
concerning WSN applications, WSN architecture, simulation, and interactions. Finally,
it lists the main contribution of this thesis. Chapter 3 discusses interactions, especially
hardware-software interactions in EH-WSNs. Furthermore, it introduces the architecture
of the simulation environment which is used for analyzing these interactions. Chapter 4
shows two case studies as an application of the introduced simulation environment. First,
component-aware dynamic voltage scaling illustrates the dependency of the optimal hard-
ware selection on the behavior of the software. Second, a state-of-charge measurement
error analysis shows the effects of hardware state changes on the behavior of the WSN.
Chapter 5 concludes this thesis and gives directions of future work. Chapter 6 finally lists
the contributed publications of this thesis.
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2 Related Work

This chapter introduces related work which is important for this thesis. WSNs were
investigated a lot in the past and they are objects of research in the present. First, deployed
EH-WSNs of different application areas are shown. Second, the common WSN architecture
which consists of the sensor node’s hardware and the local and distributed software is
explained. Third, existing WSN simulators and models are investigated. Fourth, related
work of hardware-software interactions in EH-WSNs is discussed. At the end of this
chapter, the contribution of this thesis is outlined.

2.1 Application Areas of Energy Harvesting Wireless Sensor
Networks

As discussed in Chapter 1, there are numerous different application areas of WSNs. Gen-
erally, they can be divided into two main groups: tracking and monitoring [66]. Tracking
is used for capturing the temporal change of an object’s position, and the application
areas range from product to animal and human tracking. Monitoring is used for appre-
hending the temporal change of an object’s physical characteristic. Here, the objects are
typically static, and the application areas range from environmental to machine and struc-
tural monitoring. However, there are also application areas which combine monitoring and
tracking.

Most of them are characterized by the lack of wired infrastructure. One of the first EH-
WSN is the ZebraNet [12]. The sensor nodes are put on zebras, each of them equipped
with a GPS receiver to track the animals. Solar cells are used for charging a lithium-ion
(Lilon) battery which is needed to supply the sensor node during night and for peak power
demand (during data transmission and GPS position fix). A supply of the sensor nodes
using primary cells is not possible due to the high energy demand of the GPS receiver. As
mentioned in the paper, a 10 kg battery would be needed to supply the nodes for one year
without energy harvesting. This project uses a customized hardware specially developed
to fulfill the specific needs.

The Heliomote project [27] introduces a solar EHS which can be installed on a Mica2
hardware platform. This EHS stores the harvested energy in nickel-metal hydride (NiMH)
rechargeable batteries. A direct connection of the solar cells to the batteries ensures an
operation point near the maximum power point of the solar cells. A diode prevents a
discharging of the battery through the solar cell during periods with insufficient light.
The inquiry of the EHS status information was integrated into the operating system of
the sensor node. Therefore, an application program can easily retrieve this information.

The Prometheus project [30] enhances the previously introduced EHS by using a super-
capacitor in combination with a Lilon rechargeable battery. This combination prevents
the Lilon rechargeable battery from short-term charge and discharge cycles. Only if the
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harvestable energy is too low for a longer period of time, the battery is discharged. This
enhances the lifetime of the Lilon battery. The authors of this paper have also integrated
a temperature-aware charging algorithm because the Lilon battery’s terminal voltage at a
certain SoC varies with the temperature. The EHS is designed to be used with the TelosB
sensor node.

The AmbiMax platform [67] combines different energy harvesting sources to maximize
the harvested energy. In the paper, the authors present the combination of a wind gener-
ator and a solar panel. Each of the input channels has a maximum power point tracker
(MPPT) which enhances the harvestable energy. The MPPT operates autonomously and
is independent of digital control, which is preferable for a cold start (battery not charged).
This energy harvesting platform is intended to supply different types of sensor nodes.

The authors of [68] evaluated the possibility of supplying sensor nodes inside a traffic
tunnel by using vibration energy harvesting. They show that it is possible to supply a
transmitter that sends a message every time a train passes the sensor node. The system
is intended to monitor the structural health of the road tunnel.

The EH-WSN presented in [69] is meant to monitor overhead power lines. It harvests
the energy from the electrostatic field caused by the high voltage of the power lines. The
authors of the paper achieved a power output of 16.3mW which is enough to supply a
sensor node. These can be included into a system to protect the overhead power lines
from destruction resulting from overload.

The authors of [70] present an EH-WSN to monitor aquatic environmental parameters.
Underwater luminosity and temperature should be tracked over a longer period of time.
To enable solar energy harvesting and radio communication, the electronic is fixed to the
inside of a moored buoy. Intelligent energy storage architecture prevents the batteries
from early degradation. Two identical batteries are alternately charged and discharged;
while one battery is used for supplying the sensor node, the other battery is charged by
the solar cells. Once the supplying battery is empty, it will be charged again and the other
battery supplies the sensor node. This process enhances the lifetime of the battery. The
authors of the paper demonstrate a continuous operation of charging and discharging over
a span of four days.

These examples and application scenarios show the successful supplying of wireless
sensor nodes by environmental energy. EH-WSNs reduce maintenance effort by extending
the period of operation and may avoid the battery replacement problem.

2.2 Wireless Sensor Network Architectures

As already introduced in Chapter 1, a WSN consists of a certain number of sensor nodes,
and each WSN can be classified into homogeneous and heterogeneous networks [23]. Every
single sensor node of homogeneous WSNs has the same hardware structure and software
and can only be distinguished by an identification number (ID). The advantage of these
WSNs is the simplified software development since only one version has to be implemented.
Heterogeneous WSNs consists of sensor nodes with different software and hardware, each
sensor node being designed to fulfill a certain task, for instance the sensor nodes are
equipped with different sensors. Since interactions in such WSNs are more difficult to
analyze, these WSNs are not discussed in this thesis.
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Another differentiating factor is the number of base stations or gateway nodes. Most
WSNs use only one base station to collect the data from the network. However, there
are also solutions with multiple base station deployments for redundancy or better energy
efficiency [71, 72, 73].

Based on the location of the base station(s) and sensor nodes, and the transmission range
of the communication modules, a certain network topology is defined. Without multi-
hopping, merely a star topology is possible where every sensor node is in transmission
range of the base station [74]. Here, an extension of the covered area is only achievable
by adding further base stations. However, this topology is very simple because no routing
protocol is necessary. Most WSN implementations use multi-hop routing protocols to
forward messages to the base station(s). Therefore, the covered area can be extended by
adding further sensor nodes to form a mesh topology.

Only if a mesh topology is given, individual nodes interact with each other. This
fact implies energy-related interactions in EH-WSNs. Thus, only these topologies are
interesting for an investigation. As mentioned in the introduction, energy-aware routing
protocols change the routes to the base station according to the energy state of individual
sensor nodes. In large-scale WSNs, clustering is used for optimizing communication. The
clustering can be performed in an energy-aware manner [75] to extend the network lifetime.

The sensor node architecture consists of its hardware and software and is described in
Section 2.2.1 and Section 2.2.2 respectively.

2.2.1 Wireless Sensor Node Hardware

A sensor node typically consists of four main units which are the sensor unit, the processing
unit, the communication unit, and the energy supply unit [76]. A generic structure of such
a sensor node is shown in Figure 2.1.
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Figure 2.1: Generic structure of a wireless sensor node showing the four main building
units adapted from [76]. The dashed subunits and the dashed arrows are
optional. The thicker arrows represent the typical power flow and the thinner
arrows represent the typical information flow.
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2.2.1.1 Sensor Unit

The sensor unit consists of different sensors which are necessary to measure physical quan-
tities of the environment. Furthermore, specific sensors can be used for determining the
internal state of the sensor node which is important for energy-aware software. Some of
the sensors have an integrated digital data processing system, for instance an integrated
analog-to-digital converter (ADC) for an easy access of the measurement data.

2.2.1.2 Processing Unit

The processing unit is responsible for executing the programmed software. During the ex-
ecution, measurement data is captured from the sensor, processed, and stored or transmit-
ted by using the communication module. This unit typically consists of a microcontroller
which is the central processing unit (CPU) of a sensor node. Modern microcontrollers
have integrated peripherals, for instance a memory for software (usually an electrically
erasable programmable read-only memory (EEPROM)) or an ADC.

2.2.1.3 Communication Unit

The communication unit enables an information exchange between the sensor nodes and is
required to form a sensor network. Many sensor nodes such as the Telos sensor node [77]
have integrated antennas to minimize the form factor. This unit is responsible for a
correct access of the transmission medium (medium access control (MAC)). Typically,
radio frequency (RF) communication is used. However, there are other types; for example,
underwater WSNs often utilize acoustic communication [78, 79, 80].

2.2.1.4 Energy Supply Unit

The energy supply unit is responsible for the supply of the entire sensor node with electrical
energy. It usually consists of an energy reservoir to store the energy. Primary cells (non-
rechargeable batteries), secondary cells (rechargeable batteries), or supercapacitors can be
used. Furthermore, the energy supply unit should guarantee safe supply conditions for the
sensor node. This means that the energy storage component is prevented from overvoltage,
undervoltage, or other improper operating conditions. Some sensor nodes are constructed
for a constant supply voltage which necessitates voltage converters for stabilization.

2.2.2 Local Wireless Sensor Node Software

Due to the fact that a sensor node is resource constraint, only light-weight software can be
executed. The software is often designed especially for a certain application to be efficient
in terms of memory, communication, and energy. However, an abstraction of the hardware
is meaningful to enhance the software development process. Hardware abstraction is com-
monly used in computer architecture to enable an easy access to hardware devices [81].
In [82], the authors present a hardware abstraction architecture which is applied to WSNs.
They divide the abstraction into three sublayers. First, the hardware presentation layer
defines interfaces with hardware by using memory, registers, or ports. Second, the hard-
ware abstraction layer introduces new functionalities by using the first layer. It is needed
for providing a common third layer for the application software: the hardware interface
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layer. This layer is used by the application software to access hardware devices and pro-
vides a general interface to be able to execute the same application software on different
hardware platforms.

Such hardware abstraction layers can also be utilized for simulation environments [83,
84]. A defined interface which is provided by the real sensor node as well as by the
simulation environment can execute the same application software. Therefore, the results
are comparable and the simulation environment can be used efficiently to estimate the
real behavior of the software.

2.2.2.1 Operating Systems for Wireless Sensor Networks

In addition to hardware abstraction, operating systems (OSs) provide further functionali-
ties, for instance interrupt handling or task scheduling. As mentioned before, sensor nodes
have limited resources and need light-weight OSs. Furthermore, heterogeneous WSNs suf-
fer from incompatible software [85]. An OS for WSNs should also be able to handle
different hardware platforms.

TinyOS [86] is such an operating system. The software architecture is event driven and
the hardware is abstracted by using the three layers mentioned above. This OS can be
used for different hardware platforms. Therefore, application software can be compiled
for the supported platforms. To reduce the size of the executable, only the needed OS
components are included. The software is written in nesC [87] which is a nested and
component-oriented programming language. Further OSs for WSNs are Contiky [88] or
Mantis [89].

Energy-aware mechanisms are essential for WSN software because of the limited re-
sources, here in terms of energy. Duty cycling is a common method applied to save
energy. Mostly, the sensor node remains in energy-saving sleep state. It is only activated
for measurement, processing and communication. However, during sleep state, no events
can be detected by the sensor node, and the real-time behavior is affected. Therefore, the
applicability depends on the application area, but most environmental monitoring appli-
cations use this mechanism. Such energy-aware mechanisms are typically integrated into
the OS and can be easily accessed by the application software.

2.2.2.2 Local Power Management with Energy Harvesting

FEnergy harvesting changes the energy constraints of sensor nodes. Depending on the
size of the energy storage component, the available energy is given by the history of the
harvestable energy. Therefore, the behavior of the software should be changed accord-
ingly [38]. For example, the duty cycle (DC) of the sensor node can be adapted to the
harvestable energy. Such mechanisms related to energy harvesting imply energy-related
hardware-software interactions which are important for this thesis.

2.2.3 Distributed Wireless Sensor Network Software

In contrast to the local WSN software, the distributed software is necessary for commu-
nication inside and management of the WSN. Communication is important to extract
information from the WSN. Routing algorithms [33] find the way through the network.
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To guarantee a certain robustness in harsh environments, the routing protocols for WSN
must be fault tolerant.

The management of a WSN consists of different tasks, the most important ones being
described in the following. First, synchronization is used for preventing collisions inside
the network and to keep the communication link between duty cycling sensor nodes [90].
Duty cycling implies a temporal limited activation of the communication unit. Only if all
sensor nodes activate their communication unit simultaneously, messages can be forwarded
through the entire WSN. Second, task distribution is necessary if a certain task can be
executed by different sensor nodes. Therefore, one sensor node is selected according to
a metric, for instance available energy, sensor node location or environmental conditions.
Third, topology control is used for reducing the energy consumption by keeping the con-
nectivity of the entire sensor network [91]. The transmission power of the communication
unit is minimized according to the distance of a certain number of neighbors. Fourth,
as already mentioned, clustering structures the network into subregions to optimize the
communication. All of these mechanisms introduce interactions between sensor nodes. In
particular, the duty cycling is analyzed in a paper of this thesis [8].

2.2.3.1 Middleware for Wireless Sensor Networks

Middleware is a collective term for different distributed software architectures. It ab-
stracts not only the hardware of one node but also the entire sensor network. The previ-
ously mentioned methods of communication and management of WSNs are combined to
a single middleware solution. The application software can use this middleware to access
the sensor node without being aware of single nodes. There are different types of mid-
dleware which are used for programming support [92]. The authors divide middleware
into five subclasses which are virtual machines, database approaches, modular (agent-
based) approaches, application-driven and message-oriented middleware. The PhD thesis
of Glatz [43] introduces a network coding middleware for EH-WSNs. Network coding is
integrated into the distributed software to optimize wireless communication.

Although all of these middleware architectures enhance the development of application
software for WSNs, they introduce many interactions. Therefore, the analysis of specific
interactions is more complicated. Furthermore, the simulation of these frameworks is
only possible with an instruction-level simulator or a detailed model of the entire middle-
ware, both being rather complex tasks. However, to analyze energy-related interactions,
no complex frameworks are necessary; small programs are enough for analyzing specific
interactions as done in this thesis.

2.2.3.2 Distributed Energy Management

Distributed energy management is important for resource-constraint WSNs, especially EH-
WSNs. Distributed energy-aware mechanisms are typically integrated into the middleware
of WSNs. However, they can also be integrated into small WSN applications without a
middleware layer. As introduced in Section 1.1.2, energy-aware routing and workload
distribution are key mechanisms for energy management. One goal of the distributed
software is to keep the network alive as long as possible. Therefore, the sensor nodes
exchange information about their energy states. These mechanisms implicate important
energy-related interactions. Therefore, they are of major significance for this thesis.
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2.3 Simulation of Wireless Sensor Networks

As mentioned in [59], simulation is an effective tool for evaluating the behavior of WSNs
during the development. Other methods are possible but they are too complex, time
consuming, or expensive, which is discussed later in Section 3.1.3. There are five basic
entities for simulation as described in [44]: the source system, the behavior database, the
experimental frame, the model, and the simulator. The model and the simulator are used
for estimating the behavior of the source system under certain constraints given by the
experimental frame and the behavior database. They are the key parts for simulation and
described in Section 2.3.1 and Section 2.3.2 respectively.

2.3.1 Simulators for Wireless Sensor Networks

Simulators estimate the behavior of WSNs in order to analyze different characteristics.
The requirements are manifold and depend on the focus of the simulation. The key
requirements for a simulation of WSNs as listed in [54] are (i) reusability and availability,
(ii) performance and scalability, (iii) support for rich-semantics scripting languages to
define experiments and process results, and (iv) graphical, debug and trace support. [60]
also lists fidelity, energy awareness, and extensibility.

Similar to [60], the following subsections try to classify WSN simulators according to
their focus of simulation into four main classes: network system simulators, node system
simulators, instruction-level simulators, and hardware-software co-simulators.

2.3.1.1 Network System Simulators

Network system simulators focus on the network communication of the evaluated WSN.
The network is treated as a system consisting of nodes and the communication between
them. Typically, they are based on discrete event-based simulation (DES) [93]. As the
name implies, the activity inside the WSN is modeled by using events, for instance the
exchange of messages [57]. Examples for this type of simulator are ns-2 [94] or Om-
net++ [95].

Such simulators have a good scalability and performance. Although energy consumption
is simulated, electronic circuit models for enhancing accuracy are hard to integrate.

2.3.1.2 Node System Simulators

Node system simulators put the focus on node simulation and integrate the network sup-
port. TOSSIM [96] is able to simulate the same software which can be executed on a real
sensor node. The event-driven structure of the emulated operating system TinyOS [86]
is used for an event-driven simulation. Further node system simulators are written in
SystemC [97, 98, 99, 100, 101] which is based on DES and often used for modeling entire
systems consisting of software and hardware. However, the focus of the related work lies
mainly on communication or power consumption without energy harvesting. The simula-
tion framework presented in [102] uses SystemC to evaluate different power management
approaches for WSNs. The authors also envision a simulation of energy harvesting. How-
ever, they modeled the hardware components by using SystemC. Therefore, no circuit
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level simulation is possible. Furthermore, they do not present any results, and further
work by them was not found prior the publication of this thesis.

An analog-mixed-signal (AMS) extension to SystemC is SystemC-AMS. Systems can be
composed of hardware components, including capacitors and resistors, which are connected
in order to form electrical circuits. Therefore, it is possible to model complex hardware
systems such as EHSs. SystemC-AMS is used for modeling and simulating WSNs, usually
by focusing on transceiver circuits and communication [103, 104, 105], or ADCs [106].

The advantage of using SystemC and the extension AMS is the flexibility of the detailed-
ness of the model. Therefore, a specific focus of the simulation (e.g. energy consumption)
can be achieved easily. The detailedness of other parts can be reduced to enhance the
simulation performance.

2.3.1.3 Instruction-Level Simulators

Instruction-level simulators focus on an accurate simulation of a sensor node’s software.
Such simulators can execute the same software as a real sensor node. Therefore, they
provide high simulation accuracy at a typically lower performance compared to network
system simulators. Examples are the ATEMU [107] and the Avrora [108].

2.3.1.4 Hardware-Software Co-Simulators

Co-simulation frameworks combine different modeling and simulation paradigms. For
example, the authors of [109] combine SystemC and SPICE (Simulation Program with
Integrated Circuit Emphasis). The software is simulated in SystemC and the electrical
circuits in SPICE. A disadvantage is the high effort to implement the interface between the
different simulators concerning data exchange and synchronization. Another co-simulation
framework is presented in the PhD thesis of Janek [110] which is used for evaluating the
period of operation of energy harvesting RFID (radio frequency identification) tags. This
framework uses a two-step simulation execution. First, the simulation at hardware level
is executed to get the power traces of the tag. Second, the simulation at system level
evaluates the long-time performance of the tag. However, this prevents the evaluation of
interactions between the separated simulation elements.

2.3.2 Simulation Models for Wireless Sensor Networks

Most simulation environments and frameworks include numerous models for communica-
tion protocols, energy supply, sensors, and other components. The comparative surveys
of [56] and [58] also list the implemented models. The common supported models for
communication and energy supply are described in the following sections.

2.3.2.1 Communication Models

Network system simulators focus on this kind of models since the communication should be
as realistic as possible. Starting at the physical layer, the wireless channel can be simulated
by using different models. Most common wireless channel models are free space, two-ray
ground reflection and shadowing [56]. The interface between the wireless channel and the
sensor node is the radio chip. Common physical radio chips are emulated which are often
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used for sensor nodes, for instance the CC1100 or the CC2420, both being from Texas
Instruments [56]. Different MAC strategies are included in the simulator frameworks,
for instance 802.11, 802.15.4, SMAC (sensor MAC), or TMAC (timeout MAC) [56], and
numerous MAC protocols for WSNs are surveyed in [111]. Different routing protocols
are typically included in network system simulators. Therefore, an easy comparison of
the protocols is possible. Examples are destination-sequenced distance-vector (DSDV),
dynamic source routing (DSR), or ad-hoc on-demand distance vector (AODV) [58].

The other classes of simulators usually only implement the wireless channel model and
the emulation of the radio chip. By selecting a specific radio chip, the MAC strategy is
typically given, and the higher level communication (routing) is integrated in the simulated
software.

2.3.2.2 Energy Supply Models

The energy supply models of sensor nodes consist of a consumption (or load) model and
an energy storage model. The first one is used for modeling the temporal run of the power
consumed by the hardware components of the sensor node. The second one is necessary to
model the remaining energy. Most network system simulators implement only primitive
energy models. However, there are extensions with better models [58, 112]. Avrora and
TOSSIM use extensions to enable the simulation of energy consumption, these extensions
being AEON [113] and PowerTOSSIM [64].

Nevertheless, these plugins suffer from the fact that it is hard to integrate customized
hardware for the supply of the sensor nodes. The authors of [112] mention that the focus
of most simulation environments and frameworks lies on communication. Energy-related
simulation is often neglected or only modeled with insufficient detailedness. The authors
present an energy-aware structure for WSN simulation which consists of energy source
models, energy consumer models, and energy store models. The latter are presented
in [114]. However, they do not present the support of circuit level simulation.

Discussion: Simulation of WSNs

To summarize the related work on simulation of WSNs, it can be said that there are nu-
merous simulators which focus on communication between the sensor nodes. The small
number of simulators which focus on energy-related simulation suffers from non-circuit
level simulation of the electrical components. A simulation environment combining soft-
ware simulation and hardware simulation at circuit level can enhance the fidelity of a WSN
simulation regarding energy-related properties.

2.4 Hardware-Software Interactions in Energy Harvesting
Wireless Sensor Networks

When talking about interactions in WSNs, the interactions between the sensor nodes are
spoken of in general [115]. The authors of [116] describe three different interaction patterns
between sensor nodes. First, hierarchical data collection is used for monitoring environ-
mental parameters at which data is sent to a base station. Second, localized interactions
are necessary to detect local events at which neighboring sensor nodes are involved in
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decision-making. Third, actuation driven by sensing uses wireless sensor nodes to mod-
ify environmental parameters with actuators. Control loops are introduced and cause a
strong interaction with the environment.

The authors of [117] present a framework to simulate virtual sensor nodes interacting
with real sensor nodes. They also mention the interaction between sensor nodes and their
environment.

However, there are also other interactions related to WSNs. This thesis classifies them
as follows: external interaction, network level interaction, and device level interaction, as
described in detail in Section 3.2.3. The following sections give an overview of related
work regarding the different classes.

2.4.1 External Interactions

The authors of [118] describe interactions of the WSN with external networks and devices.
They also mention that the middleware of the WSN should support these interactions.
A WSN for ubiquitous health monitoring is presented in [119] where the physician can
recommend further exercises based on the collected health data of the patient.

2.4.2 Network Level Interactions

There are many interactions at network level. Each time a sensor node transmits a mes-
sage, it interacts with a certain number of neighboring nodes. Therefore, all kinds of
distributed software (as discussed previously) are important at this level. For example,
the WSN presented in [120] adapts the information coding rate to the current network
conditions.

2.4.3 Device Level Interactions

Device level interactions between the four units of a sensor node enable the data gather-
ing, processing, and transmission. Furthermore, the behavior of the sensor node can be
adapted to environmental parameters or a sensor node status. As introduced previously,
the authors of [112] present a simulation framework for an energy-aware analysis of WSN
including energy harvesting. They also show the interactions between the models and
distinguish two types: interactions between the environment and the sensor node, and
between components of the sensor node. As already mentioned, the disadvantage of this
framework is that the hardware cannot be simulated at circuit level. Hence, the interac-
tion depending on specific circuit components cannot be simulated either. Furthermore,
the simulated software consists of an energy stack and a sensing stack, and it is not clear
if software not using these stacks can be simulated.

Discussion: Hardware-Software Interactions in EH-WSNs

Usually, all three classes of interactions are essential for the operation of a WSN. Although
hardware-software interactions were not analyzed in hardly any of the related works, all
of them used them implicitly. Especially energy-related interactions are important for
EH-WSNs. The reason is that operability depends on the state of the energy harvesting
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circuitry. Therefore, it is necessary to analyze hardware-software interactions including
the circuit level of EH-WSNs. This analysis is a contribution of this thesis.

2.5 Contribution of this Thesis

The major contribution of this thesis is the analysis of hardware-software interactions. This
examination is enabled by a developed simulation environment for a combined simulation
of hardware and software. The contribution is supported by two case studies on hardware-
software interactions which show the advantage of the analysis. The following list describes
the contribution of this thesis in detail.

Hardware-Software Interactions
A classification for WSN-related interactions is introduced and different hardware-
software interactions are presented. Furthermore, the analysis of hardware-software
interactions including the circuit level is a novel approach. This analysis improves
the design and development of EH-WSNs without a physical implementation.

Simulation Environment for Wireless Sensor Networks
A hardware-software simulation environment is designed and developed to analyze
the interactions in EH-WSNs. The use of SystemC and the AMS extension enables
a combined simulation of hardware and software components. The novelty of the
simulation environment is the simulation of entire WSNs, including the simulation
of the energy supply at circuit level, by using a single modeling language.

Case-Studies for Hardware-Software Interactions

Two novel case studies underline the advantage of analyzing hardware-software inter-
actions. First, the component-aware dynamic voltage scaling shows that the optimal
selection of voltage converters to supply a sensor node depends on the behavior of
the software (and the resulted average power consumption). Second, a state-of-
charge measurement error analysis reveals the impact of measurement errors on the
behavior of the software, especially energy-aware tasking and routing. Furthermore,
a simple probabilistic routing protocol is introduced to address this problem.
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3 Hardware-Software Interactions in Energy
Harvesting Wireless Sensor Networks

This chapter presents the methodology for analyzing hardware-software interactions, their
classification, and the implemented simulation environment. The latter is designed to
simulate EH-WSNs including software and hardware components as well as the environ-
ment of the sensor nodes. The results of the simulation can be used for evaluating the
hardware-software interactions in EH-WSNs.

3.1 Analysis of Hardware-Software Interactions

Almost all electronic devices consist of hardware and software subsystems. This com-
bination causes an interaction between them that should be analyzed to optimize the
device. This section describes the hardware and software subsystem as well as different
methodologies for their analysis.

3.1.1 Hardware and Software

Hardware is the collectivity of physical and interconnected components of an electronic
device. Here, only hardware that can execute software will be considered. The main
components involved in executing software are the processing unit, the memory, and the
input/output. The processing unit loads and executes the software stored in the memory.
The input/output is used for interacting with other hardware components. These three
main components are used together as processing unit which is equipped with different
interfaces to be able to communicate with other components, including sensors, external
memory, or human-control interfaces. Furthermore, an energy supply is necessary to
operate the hardware.

Software is stored in the memory and defines a certain behavior of the software-controlled
hardware. The software consists of instructions and data, and the execution of these in-
structions processes the data and causes a change of the internal state of the hardware.
Therefore, the execution of software also changes the power consumed by the hardware.

3.1.2 Interactions

If two subsystems are connected with each other, they will start to interact. Each system
consisting of software and hardware is such an interacting system. This is shown in Fig-
ure 3.1. Embedded computers are systems that consist of a hardware subsystem including
an embedded processor and a software subsystem. All of these systems have one thing
in common: the execution of the software influences the hardware state. However, the
hardware state does not always influence the software behavior. The precondition for this
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Figure 3.1: Principle structure of a system with hardware-software interactions.

influence is the existence of sensors. The software can access these sensors and change
the behavior according to the measurement data. Energy-aware wireless sensor nodes are
embedded systems with an entire interaction cycle. One example for an entire interaction
cycle of a sensor node is the energy consumption variation: Energy-aware sensor nodes
measure the state-of-charge of their energy storage components and adapt the behavior
of the software (e.g. the duty-cycle). This changes the energy consumption of the sensor
node; the new energy consumption alters the state-of-charge of the sensor node and the cy-
cle starts again. This example shows the importance of the analysis of hardware-software
interactions to predict the behavior as accurately as possible. The results of this analysis
can be used for improving the system and reveal unwanted effects which would decrease
the performance of the system.

3.1.3 Analysis Methodology

The analysis of hardware-software interactions requires a methodology to find out how
the subsystems interact with each other. Basically, there are three different possibilities
which are listed in the following.

Analytical Methodology: This approach uses equations to describe the system. Interac-
tions can be deduced by solving these equations and calculating the results. Typ-
ically, it is hard to form the equations because their number increases with the
detailedness of the described system.

Empirical Methodology: This approach uses observations of real systems to determine
the interactions. The results of measuring the running (and interacting) system are
analyzed to find out the interactions. These measurements are performed on the
hardware (e.g. measurement of voltages, currents or timings) and software (tracking
of the software’s behavior).

Simulation Methodology: This approach uses a model of the system and a simulation
environment. The results of the simulated models can be examined to deduce the
interactions. It is similar to the empirical approach but with the advantage that no
real system has to be implemented. The model of the system can be changed easily
to analyze different kinds of interactions.
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Although all three approaches can be used for examining hardware-software interactions,
the simulation approach provides the highest flexibility. Therefore, this approach has been
selected in this work.

3.2 Interactions in Energy Harvesting Wireless Sensor Networks

EH-WSNs are systems with strong interactions. On the one hand, they interact with their
environment by means of measurements and energy harvesting (the harvestable energy
depends on the available energy of the environment). On the other hand, their EHS
requires an energy management to enable a long or perpetual operation which itself causes
local interactions between the sensor node’s units. This section describes the different
interactions in EH-WSNs and shows the analyzed units and interactions.

3.2.1 The Sensor Node as Interacting System

As previously described, sensor nodes are embedded systems with hardware-software in-
teractions between the four main hardware units described in Section 2.2.1. These inter-
actions are summarized in the following.

Sensor Unit: This unit interacts with the processing unit by activating or deactivating
the sensors and by the measurement itself. Furthermore, it may interact with the
energy supply unit by measuring the energy-related parameters and by consuming
energy.

Processing Unit: This unit interacts with all other units.

Communication Unit: This unit interacts with the processing unit by controlling com-
munication and exchanging data. Furthermore, as the most power-consuming unit,
it strongly interacts with the energy supply unit.

Energy Supply Unit: This unit interacts with all other units, for instance with the pro-
cessing unit by using a controlled energy supply (e.g. voltage level, energy harvesting
process).

These interactions are necessary in order to make a sensor node perform its tasks. An
overview of the interactions is given in Table 3.1.

In this work, the focus lies on energy-related interactions inside and between sensor
nodes. All other units influence the energy supply unit during their operation because
of the energy consumption. As already mentioned, sensor nodes are often energy-aware
systems that measure the available energy in order to adapt their behavior for extending
the period of operation. Therefore, the sensor unit not only consumes energy but also
measures the current state of the energy supply unit. This fact enables a full interaction
cycle as previously described.

Energy harvesting causes an important interaction between the sensor node and its
environment. Therefore, the available energy depends not only on the energy consumption
of the sensor node but also on the harvestable energy of the environment.

Due to the importance of energy in EH-WSNs, the focus of this work lies on the analysis
of the energy-related interactions. Therefore, the energy supply unit is the most important
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Unit Sensor Energy Supply Processing Communication
(active) (active) (active) (active)
Measurement e Energy supply | e Data gathering
(passive) e Data storage
e Data processing
Energy Supply e Determination of e Dynamic voltage
(passive) energy state e Component-
selective supply
Processing e Measurement e Energy supply e Communication
(passive) notifications e Low energy notifications (RX,
notification TX, collision, ...)
Communication e Energy supply | e Exchange
(passive) of messages
e Communication
control

Table 3.1: Overview of interactions between the four main units of a sensor node.

one. In EH-WSNs, this unit may be very complex and consists of many different com-
ponents. The task of the unit may range from energy harvesting to safe energy storage
and a guaranteed continuous supply of the sensor node. These tasks have to be trimmed
in order to enable an optimized operation of the energy supply unit. However, the other
units are also important to guarantee a correct functionality of the sensor node. None

of them can be totally neglected and each is needed for a comprehensive analysis of the
WSN.

3.2.2 The Wireless Sensor Network as Interacting System

Apart from the local interactions inside the sensor nodes, there are also interactions at
network level. The sensor nodes exchange information between each other which may
include data about the current state of the sensor node. At network level, these data can
be used for adapting the behavior of the WSN. In combination with the local interac-
tions, these network interactions also cause interaction cycles. In energy-aware WSNs, the
workload distribution and routing is adapted according to the state-of-charge of individual
nodes. Therefore, the interaction cycles are used for controlling and optimizing the WSN
behavior. The typical optimization goal is the maximization of the WSN’s lifetime.

EH-WSNs imply further energy-related interactions at network level. As discussed in
the introduction, the behavior of the EH-WSN can be adapted to the harvestable energy
of individual sensor nodes. This energy-aware behavior can enable a perpetual operation
of the EH-WSN.

3.2.3 Classification of WSN Interactions

This thesis divides interactions related to WSNs into three classes which are described in
the following sections: device level interactions, network level interactions, and external
interaction. Figure 3.2 summarizes this classification.

24/115 L. B. Hérmann



3.2 Interactions in Energy Harvesting Wireless Sensor Networks

Interactions of WSNs

Device Level Interactions | | Network Level Interactions | | External Interactions
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Figure 3.2: Classification of WSNs’ interaction by means of influenced system level and
cause.

3.2.3.1 Device Level Interactions

Device level interactions are caused by information exchange between the four main units
of a sensor node and between their subcomponents. Typically, the behavior of the sensor
node’s local software is directly influenced by these interactions. Two different types can
be distinguished:

Externally triggered interaction: Interactions between the sensor node’s units are initi-
ated by external events, including environmental changes, message receiving, and
energy harvesting.

Internally triggered interaction: Interactions between the sensor node’s units are trig-
gered by internal events, for instance status changes or timer events.

All interactions between hardware and local software are part of this class. Therefore,
energy-related interactions also belong to it. These interactions are important for EH-
WSNs and hence investigated in this thesis.

3.2.3.2 Network Level Interactions

Network level interactions are caused by information exchange between individual sensor
nodes. Typically, the behavior of the distributed software is directly influenced by these
interactions. Three different types can be distinguished:

Environmentally triggered interaction: Interactions between sensor nodes are initiated
by environmental changes or periodic monitoring tasks. Typically, the sensor nodes
capture the environmental parameters and transmit them to a base station.

Node state triggered interaction: Interactions between individual sensor nodes are ini-
tiated by changes of their internal state. Examples are a monitoring of the battery’s
SoC which can be used for energy-aware routing or hardware failure indication which,
in turn, can be utilized for task distribution.
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Network state triggered interaction: Interactions between sensor nodes are initiated by
changes of network parameters. Examples are the connectivity between individual
nodes that is used by every routing algorithm, or the available bandwidth which can
be utilized for network traffic distribution.

All interactions between hardware and distributed software are part of this class. The
interactions concerning energy management are important for EH-WSNs and therefore
investigated in this thesis.

3.2.3.3 External Interactions

External interactions are caused by an information exchange between the WSN and exter-
nal networks or servers [118]. These interactions are often based on internal interactions
in the WSN. Three different types can be distinguished:

Environmentally triggered interaction: Interactions with external networks are initiated
by environmental changes or periodic monitoring tasks. Examples are external data
logging of environmental parameters or event detection and visualization.

WSN state triggered interaction: Interactions with external networks are initiated by
changes of the internal state of the network or individual sensor nodes. Examples
are low battery indication or network connectivity monitoring and visualization.

Operator-triggered interaction: Interactions with external networks are initiated by the
WSN operator, for instance the reconfiguration of one or more sensor nodes.

Due to the fact that the external interactions not only depend on the WSN, they are hard
to analyze. Furthermore, they do not enhance the insight into energy-related hardware-
software interactions in EH-WSNs. Therefore, they are not considered in this thesis.

3.3 Hardware-Software Simulation Environment and Its
Architecture

This section introduces the implemented hardware-software simulation environment and
shows its architecture. The most important requirements on a simulation environment
are stated. Moreover, it describes the concept of the simulation environment, which is
presented in [1], and the division into single modules. The principle of operation of these
modules is explained in detail, and the design and implementation including an application
scenario are described in [2].

3.3.1 Requirements

The following list shows the most important requirements on a simulation environment
for an analysis of hardware-software interactions.

Combined Simulation of Software and Hardware: This is a precondition for the simula-
tion of interactions between software and hardware.
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Simulation Accuracy: The accuracy of the simulation results is important for predicting
the behavior of WSN under certain conditions. The overall simulation accuracy
implies the accuracy of the software simulation, of the hardware simulation, and of
the environmental simulation.

Simulation Speed: The simulation time for a given amount of simulated time should be
low in order to be able to analyze different configurations of the WSN. Especially
by using EH-WSNs, long periods of time must be simulated (compared with typical
simulation periods of WSNs).

Flexibility: The flexibility is important for analyzing different configuration of the WSN.
Examples are the exchange of the software and the replacement of the energy storage
components of a sensor node. Such modifications should be as easy as possible.

3.3.2 Concept

The choice for a self-implementation of the simulation environment was made because of
different factors. First, the programming language can be selected without any restrictions.
Second, there is no need to integrate functionality into an existing simulator for which it
was not originally designed. As mentioned in Section 2, most existing WSN simulators
only provide behavioral simulation of a WSN. It would be difficult to integrate hardware
simulation support into the existing WSN simulators or to set up a co-simulation frame-
work. Third, the simulation focus can be adjusted to receive the best results with least
computational time. Finally, a self-implemented simulation environment can be trimmed
to meet the most important requirements.

To be able to implement the simulation environment as easily as possible, the program-
ming language should support software simulation as well as hardware simulation. The
simulation library SystemC-AMS has been selected since it combines both. This library
enables the implementation and simulation of systems which are composed of modules.
It is written in the programming language C++ which entails an implementation of the
simulation environment in C++. The advantage of this programming language is the
execution speed of the compiled programs. Besides, a large number of libraries enhance
the development process.

3.3.3 Design and Implementation

This section presents the design and implementation of the hardware-software simulation
environment for EH-WSNs. Figure 3.3 shows the structure of the simulation environment
with its submodules. The partitioning of the simulation environment and the submodules
are described in the following.

3.3.3.1 Partitioning

The main modules are the environmental model and the sensor node model which, again,
can be separated into the behavior model and the energy supply model. The first two
models are implemented in standard SystemC. The execution of the sensor node’s software
is simulated in the sensor node’s behavior model, and the sensor node’s energy supply
model is implemented in SystemC-AMS. This allows modeling linear hardware components
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Figure 3.3: Structure of the implemented hardware-software simulation environment for
EH-WSNs [2]. The non-shaded modules represent conventional SystemC mod-
ules and the shaded modules represent SystemC-AMS modules. The square
connectors are SystemC ports and the round connectors show electrical termi-
nals.

(e.g. resistors, capacitors). These components are connected to form an electrical network
with a certain purpose. The SystemC-AMS library provides an interface between standard
SystemC models and SystemC-AMS models. This interface automatically synchronizes
the data exchange between the models by using the synchronization layer. A linear solver
is used for simulating the electrical networks. Timed data flow models (also a class of
SystemC-AMS models) are utilized for functional descriptions by using equations inside
the models. Non-linear electrical components such as a diode are modeled in this way.
The following sections describe the main modules of the simulation environment and their
functionality.

3.3.3.2 Environmental Model

The environmental model is responsible for the interaction between the individual sensor
nodes and for providing the nodes with location-specific environmental parameters (e.g.
temperature, harvestable energy). Each transmission of a radio message is performed via
the connectivity and channel model. At the beginning of a transmission, it checks if other
sensor nodes are in transmission range and sends the radio message only to these nodes.
The module is also responsible for detecting collisions during communication.
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The magnitude of the environmental parameters changes over time and location. There-
fore, the provided environmental parameters change during the simulation according to
the time of day and other influences. Furthermore, this information may also vary between
the individual sensor nodes depending on their location.

Network level interactions between the sensor nodes are influenced by this module and
depend on the connectivity of the nodes and also on the environmental parameters.

3.3.3.3 Sensor Node Behavior Model

The sensor node behavior model includes the simulation of the sensor node’s software.
This software defines the behavior of the sensor nodes. The influence of the software on
the power consumption of the sensor node is modeled by using power states. A change of
the sensor node’s power state causes a change of the power consumption inside the energy
supply model.

The simulation of the software is event driven. The application software provides inter-
faces which are called by the processing module in case of an event and uses interfaces that
are provided by the processing module to access and configure hardware modules. These
interfaces are combined to a simulation abstraction layer, and if they are also provided by
a real sensor node’s operating system, the same application software can be executed. This
would increase the comparability of the simulation results with a real implementation. It
also enables an easy exchange of different application software.

The sensors of the nodes are also located inside this module and are used for interacting
with the environment and also for measuring the internal state of the sensor node, espe-
cially the energy supply module. Therefore, they are important for interactions at device
level and also at network level.

3.3.3.4 Energy Supply Model

The energy supply model is implemented in SystemC-AMS. It consists of different hard-
ware components which are connected with each other to form the energy source model
and the energy load model. The latter is implemented as a variable resistor that changes
its value according to the power state provided by the sensor node behavior model. The
energy source model is more complex. Depending on the application area of the EH-WSN,
it may include different energy harvesting devices, different energy storage components,
and different circuits to connect them. A detailed description of structuring a complex
EHS can be found in the following section. The internal state of the energy supply module
is important for EH-WSNs because the sensor nodes adapt their behavior according to the
state. This adaption may include adaption at device level (e.g. activation or deactivation
of specific sensors) and at network level (e.g. energy-aware routing). So, the energy supply
model is important for the interactions not only at device level but also at network level.

3.3.4 Energy Harvesting System Model

As mentioned before, the EHS can be very complex in order to enable a continuous supply
of the sensor node. Therefore, it is useful to divide the EHS into different blocks with
special functionalities. One possibility to do so is to structure the EHS into five different
tiers [3]. Each tier holds a special functionality and is connected to an inner and an outer
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Figure 3.4: Standard EHS structured into five tiers including the power flow and the con-
trol and measurement possibilities [3].

tier (except the innermost and outermost tiers). These tiers can be exchanged easily to
support a flexible simulation of different EHS configurations. Furthermore, each tier can
be adapted to the other ones to enable an efficient flow of energy.

Not every tier (or part of a tier) is needed for every EHS. The simplest EHSs consist
of an energy harvesting device which is directly connected to the sensor node. However,
no control and no measurement are possible, and no energy can be stored. Typical EHSs
are composed of at least an energy harvesting device, an energy storage component, and
a circuitry to connect them. A standard EHS structured into the five tiers is shown in
Figure 3.4. The measurement and control possibilities are important for interactions at
device as well as network level. Each tier enables specific interactions which are described
in the following sections.

3.3.4.1 Device Tier

The device tier contains the energy harvesting device, the sensor node, and the EHS con-
troller. This controller may be included in the sensor node as a software module. Apart
from controlling EHS, the device tier is responsible for energy harvesting and energy con-
sumption. The tier enables the interaction between the sensor node and the environment
concerning the harvestable energy.

3.3.4.2 Measurement Tier

The measurement tier is responsible for measuring the input and/or the output power.
Typically, a voltage and a current measurement are performed to determine the power.
These measurements which can be modeled in this tier are not lossless.
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The measurement of the input and output energy is important for EH-WSNs. In en-
hanced applications, the information can be used for predicting the harvestable energy of
the environment and the consumed energy of the sensor node to select the best strategy
in order to avoid an interruption of the energy supply.

This tier enables interactions between the EHS and the sensor node’s software based
on its harvested and consumed energy. These interactions may influence the behavior at
device level and network level.

3.3.4.3 Power Control and Conditioning Tier

The power control and conditioning tier is necessary to manipulate the power flow of
the input and output stage. At the input stage for example, a maximum power point
tracker increases the harvestable energy by an adaption of the power point of the energy
harvesting device. It decouples the voltage level of the energy harvesting device and the
energy storage component. At the output stage for instance, a voltage converter provides a
stable supply voltage for the sensor node, independently of the energy storage component’s
voltage level. The components of this tier enable an active control of the power flowing
through the EHS. Therefore, this tier influences energy-related interactions of the EHS.

3.3.4.4 Storage Access Tier

The storage access tier is responsible for a save charging and discharging of the energy
storage component. The energy storage components are often very sensitive to overcharg-
ing, undercharging, or too high currents. Therefore, the necessity of this tier depends on
the energy storage component. This tier influences the energy flow through the EHS if
the energy storage component is at risk.

3.3.4.5 Energy Storage Tier

The energy storage tier consists of only one or more energy storage components. A part
of the harvested energy is stored in this tier to enable a continuous operation of the sensor
node. The necessary capacity of the energy storage component strongly depends on the
variance of the harvestable energy and on the average power consumption of the sensor
node.

The current energy level is an important value for EH-WSNs. It is used for adapting
the behavior at device as well as network level. Therefore, the measurement of this value
is very important for energy-related interactions.

3.3.5 Enhanced Energy Harvesting Device Models

As already mentioned, the harvestable energy depends on the location and on the time
of day. It varies between zero and a maximum power point which is determined by the
energy harvesting device and the environmental conditions. Also the kind of the variation
is dependent on different factors, including the weather. A realistic model of the energy
harvesting device is important for good simulation results. The simplest way to obtain
realistic data is to put the energy harvesting device at a specific location and characterize
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it there. Therefore, an on-site characterization instrument [4], which is described in the
following, was developed.

3.3.5.1 Characterization Concept

The advantage of the on-site characterization concept is the accuracy of the measured
data. The energy harvesting device under characterization is placed at a specific location
and connected to the characterization instrument. The instrument periodically performs
a characterization and transmits the data. The characterization data consists of the mea-
sured environmental quantities (temperature, light) and a current-voltage characteristic
diagram of the energy harvesting device. Typically, the difference of the harvestable energy
at different locations with different environmental parameters is interesting. Therefore,
several characterization instruments can be used for collecting temporally correlated and
spatially distributed measurements. These instruments compose a WSN to extend the
range and transmit the measured data to a central base station. An application scenario
and the hardware structure of the characterization instrument are shown in Figure 3.5.
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Figure 3.5: Application scenario (a) and hardware structure (b) of the characterization
instrument for energy harvesting devices [4].

3.3.5.2 Solar Cell Characterization

Three of the characterization instruments are equipped with an amorphous silicon solar
cell. Each of the sensor nodes is installed on the institute building (Graz, Austria, 47 °N
latitude) at different locations. The first node is placed on the southern balcony which
is sometimes shadowed when the sun is low (in winter). The second node is placed on
the northern balcony that is shaded most of the day. The third node is placed inside
the building and is also used as relay node. The first node was placed on the building in
March 2012 and the measurements are running up to now with interruptions during service
intervals. The sensor nodes installed outside are supplied by an EHS using the solar cell
itself. Supercapacitors are used as energy storage components. Due to the limited capacity,
only a period of one day with insufficient harvestable energy can be bridged. Therefore,
the characterization interval is a trade-off between a guaranteed period of operation and a
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temporal resolution. It is set to 100 s during winter when days with bad weather conditions
are more likely.

Figure 3.6 shows the traces of the maximum power point of the three characterized solar
cells on two different days. On the first day, the weather conditions were very good; it
was sunny. Therefore, the southern solar cell harvests most energy. The difference to the
other solar cells is significant. On the second day, the weather conditions were bad; it was
cloudy. The clouds disperse the light of the sun and the solar cells installed outside harvest
nearly the same amount of energy. Only the solar cell fixed inside harvests significantly
less energy. The second day also shows a high variation of the maximum power point
during the day. This variation has a maximum on days when the sun and clouds are
changing.
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Figure 3.6: Maximum power point of three amorphous silicon solar cells on two days with
different weather conditions. Note the scales of the diagrams. The solar cells
are installed on the institute building in Graz, Austria (47°N latitude). The
tilt of the solar cells is 45°.

Figure 3.7 shows the complete records of the characterized solar cells of more than one
year. The data gaps are caused by updating and improving the characterization instru-
ments’ software and hardware. The plot reveals the significant difference of the harvestable
energy during summer and winter. Furthermore, it shows the variation between consec-
utive days. Therefore, these data are used for enhancing the accuracy of the simulation
environment.

3.4 Summary

This chapter introduced hardware-software interactions in EH-WSNs and showed the ne-
cessity of their analysis. Three different methodologies for analyzing EH-WSNs were
explained and the simulation methodology was selected because of the high flexibility.
To be able to analyze the interactions by using a simulator, the sensor nodes and their
environment have to be mapped to models. Therefore, the main units of a sensor node
and their interactions at device level were explained. Also interactions at network level
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Figure 3.7: Daily harvestable energy of the three solar cells. The gray areas indicate days
without a full record of all three solar cells.

and their impact on the behavior of the sensor network were listed. These and further
interactions were summarized in a comprehensive classification. The architecture of the
simulation environment enables an analysis of the interactions between the sensor nodes’
hardware and software, between the sensor nodes and their environment, and between
individual sensor nodes at network level. The focus of the simulation environment lies on
the detailed modeling of the EHS. It was structured into five tiers consisting of hardware
components which were simulated by using SystemC-AMS. Due to the flexibility of the
tier structure, the composition of the EHS can be easily changed. Furthermore, an on-site
characterization of solar cells was developed to improve the accuracy of the simulation
results under real environmental constraints.

The flexibility of the simulation environment is ensured by its encapsulated modules.
Therefore, it can be easily adapted to different application scenarios. This is shown on
the basis of two examples in the following chapter.
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The theoretical part is needed to understand the issues of hardware-software interactions
in EH-WSNs. However, a practical part is essential to support the technical claim of this
thesis. Therefore, two case studies were developed to show the importance of analyzing
hardware-software interactions. First, Section 4.1 demonstrates the influence of software
on hardware by component-aware dynamic voltage scaling. Second, Section 4.2 shows the
influence of hardware on software by state-of-charge measurement errors. Both case studies
deal with the optimization of WSNs by analyzing the hardware-software interactions.

4.1 Case Study 1: Component-Aware Dynamic Voltage Scaling

Dynamic voltage scaling (DVS) is often used for decreasing the power consumption of
CPUs by reducing the supply voltage. In combination with frequency scaling, the power
consumption of a CPU can be adapted according to the workload during runtime. The
influence of frequency and voltage on CMOS (complementary metal oxide semiconductor)
circuits is the dynamic factor of their power consumption [121] and is shown in (4.1).

PDynamic =C- f : ngupply (41)

As it can be seen, the supply voltage has a quadratic influence on the dynamic power
consumption of the CMOS circuit. Therefore, a reduction can save much energy.

As introduced in [5], component-aware dynamic voltage scaling (CADVS) is an ad-
vancement of DVS. Typically, electronic devices consist of different hardware components
which are needed to perform certain tasks. These components may operate at different
supply voltages defined by the supply voltage range. During operation, the software may
access different hardware components. Therefore, certain components can be switched off
during certain intervals. The remaining activated hardware components define the lowest
possible supply voltage. Due to the fact that the activated components change over time,
also the lowest possible supply voltage may be altered.

4.1.1 Concept

CADVS adapts the supply voltage to the activated hardware components in order to save
energy. Therefore, the supply voltage must be controllable during runtime. The chronol-
ogy of the activated components is defined by the software executed on the microcontroller
which has to set the correct supply voltage. In order to be able to do this, a variable voltage
converter is needed. Furthermore, the power supply of the deactivated hardware compo-
nents should be switchable for two reasons. First, in some cases it is possible to save more
energy by a complete deactivation of the energy supply. Second, different components may
not have overlapping supply voltage ranges. Therefore, the adaption of the supply voltage
to the currently accessed hardware component may violate the supply voltage range of
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another component. By a complete deactivation of the unused component’s energy supply,
the adaption of the supply voltage is possible without a violation.

The structure of a sensor node including the switchable energy supply and the variable
voltage converter supporting CADVS is shown in Figure 4.1.

Micro-
controller

Transceiver

sensor
data

Sensor

Switch Switch

v set voltage

Variable Voltage
Energy Storage H Converter ’

Figure 4.1: Structure of the sensor node (extended from [76]) [5, 6]. CADVS is enabled
by the switchable energy supply of the sensor and of the transceiver, and by
the variable voltage converter.

4.1.2 Prototype Implementation and Measurement

A prototype of a sensor node has been implemented according to the structure shown in
Figure 4.1. The main hardware components and their supply voltage range are depicted
in Table 4.1.

| Hardware Component | Type | Manufacturer | Supply Voltage Range |
Microcontroller MSP430F1611 | Texas Instruments | 1.8V to 3.6 V
Temperature Sensor TMP05B Analog Device 3.3V to 3.3V (best accuracy)
Transceiver MRF24J40MB | Microchip 2.4V to 3.6V

Table 4.1: Main hardware components and their supply voltage range [5, 6].

The task of the application scenario is to measure the temperature, preprocess the data
and transmit them. The sensor node is in sleep state between the active phases. An
overview of the different phases is given in Table 4.2. The sleep time is variable in order

| Phase | Active Components | Minimal Supply Voltage | Duration |
Sleep Microcontroller 1.8V variable
Measurement Microcontroller, Temperature Sensor 3.3V 0.5s
Computation Microcontroller 1.8V 0.5s
Communication | Microcontroller, Transceiver 24V 0.5s

Table 4.2: Active hardware components, minimum supply voltage, and the duration of the
four different phases [5, 6].
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Figure 4.2: Current and power consumption of the sensor node during the four different
phases depending on the supply voltage [6]. The shaded area indicates the
supply voltage range.

to analyze the energy savings at different DCs which depend on the software of the sensor
node. During these four phases, the power consumption of the sensor node has been
measured at different supply voltages to illustrate the possible energy savings, as shown in
Figure 4.2. The shaded area indicates the supply voltage range of the components. Using
a constant supply voltage, 3.3V is necessary to operate the temperature sensor with the
utmost accuracy. In this case, CADVS could save a lot of energy (viewed proportionally)
during the sleep and the computation phase. Due to the fact that the absolute value of
the energy savings depends on the DC of the sensor node, the savings are analyzed as
a function of the DC. Furthermore, the real energy savings are also dependent on the
quiescent and leakage currents of the voltage converter. Five different supply circuits have
been implemented to analyze the real energy savings. These circuits are explained in detail
in [6]. Three linear dropout regulators and two switching regulators show the difference
between these converter types. A detailed description showing the output voltage range is
given in Table 4.3. Another influencing factor is the input voltage of the converters because

Converter LDO2FIX | BUCKIFIX | LDO2VAR LDO3VAR BUCK2VAR
Conversion Mode | linear switching linear linear switching
Variable Voltage | no no limited yes yes

Voltage Range 3.3V 3.3V 22Vor33V | 18V-33V |18V-33V

Table 4.3: Five different voltage converters and their characteristics which are imple-
mented to analyze CADVS [6].
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Figure 4.3: Power savings of the five different voltage converter circuits as a function of
the duty cycle at two different input voltages of the converters [6].

of their different conversion efficiencies. Therefore, the measurements at the conversion
circuits were done at two different voltages and the results are illustrated in Figure 4.3.
Figure 4.3(a) shows the energy savings as a function of the DC at an input voltage of
3.6V. The five different traces show the five different voltage conversion circuits, the
linear dropout regulator (LDO2FIX) being used as reference circuit. The main result is
that the optimal voltage converter depends on the DC. At low DCs (which means long sleep
phases), the linear dropout regulator (LDO2VAR) is more efficient although this circuit
supports only two different voltage levels. The reason is the proportionally high influence
of the quiescent and leakage currents on the other voltage converters. At high DCs (which
means short sleep phases), the switching regulator with a variable voltage (BUCK2VAR)
provides the highest efficiency due to the high conversion efficiency. Figure 4.3(b) shows the
energy savings as a function of the DC at an input voltage of 4.9 V. Two main differences
can be observed compared to Figure 4.3(a). The first one is that the energy savings of the
switching regulators increase because of the nearly equal conversion efficiency at different
input voltages. The second observation is implied by the first one. The changeover of the
most energy-efficient converters moves towards lower DCs at higher input voltages. These
results show the importance of analyzing the effects of software on hardware to develop
energy-efficient WSNs.

4.1.3 Simulation and Results

Simulating CADVS is only possible when using a combined simulation of hardware and
software due to their strong interactions. The implemented simulation environment in-
troduced in Section 3.3 supports this as described in [2]. A model of a variable voltage
converter is implemented to enable CADVS. This converter is controlled by the executed
software that depends on the accessed hardware components.

The simulation scenario is a WSN consisting of a base station and five sensor nodes;
this is shown in Figure 4.4. The sensor nodes are supplied by an EHS consisting of a
solar cell and two double layer capacitors (DLCs) connected in series. Node 2 harvests

38/115 L. B. Hérmann



4.1 Case Study 1: Component-Aware Dynamic Voltage Scaling

Figure 4.4: Structure of the WSN consisting of five sensor nodes supporting CADVS [2].
Node 1 is the base station, and nodes 2 to 6 are the sensor nodes.

most and node 6 least energy. The energy-aware application of the base station calculates
the DC of the network which is dependent on the lowest measured SoC of the sensor
node’s energy storage components. This DC is transmitted to all sensor nodes to enable a
synchronized communication. The routing protocol is also energy aware by selecting the
next hop according to the receiver’s SoC. The sensor nodes are intended to periodically
transmit the data of the temperature measurements to the base station. Two different
voltage conversion circuits are analyzed: first, a linear dropout regulator with a constant
output voltage of 3.3 V; second, a linear dropout regulator with a variable output voltage
supporting CADVS.

The simulation results of the supply voltage and current are shown in Figure 4.5. It can
be stated that the peak current consumption during the transmission of the messages is
significantly reduced. The detailed results can be found in [2]. The energy savings during
the active phases (measurement, computation, and communication) amount to 34%. Here,
only the energy consumed by the sensor node is considered. By analyzing the input energy
of the voltage converter, the energy savings are reduced by 11.4%. The reason is the type
of voltage converter. In both cases, linear dropout regulators are used. Therefore, the
energy savings result from the reduced current consumption of the sensor node.
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Figure 4.5: Simulation of the supply voltage and current with a constant (a) and variable
(b) supply voltage [2].

Finally, the message statistics of the five sensor nodes can be found in Figure 4.6. Node
4 has to forward all messages of node 5 and node 6. The forwarding of the messages from
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Figure 4.6: Transmitted message statistics of the five simulated sensor nodes [2].

the base station to node 4 and vice versa is performed by node 2 and node 3. Due to the
fact that node 2 harvests more energy than node 3, it forwards more messages, as shown
in Figure 4.6(a). The increased number of transmitted messages of node 2 (Figure 4.6(b))
is caused by the better energy efficiency by using CADVS.

This case study shows the importance of considering interactions between hardware and
software in order to optimize the sensor node’s energy efficiency. Especially the effects of
software on hardware have to be considered here, for instance the influence of the DC.
Furthermore, the simulation shows the effects of hardware on energy-aware software (the
behavior of the WSN at network level) by the use of different hardware components.
Therefore, this case study demonstrates both directions of interaction.

4.2 Case Study 2: State-of-Charge Measurement Error Analysis

Measurement values may influence the behavior of WSNs, especially energy-related ones
affecting EH-WSNs. Energy-aware applications and services use these values to determine
their behavior. Measurement errors may influence the correctness of decisions; wrong
decisions lead to a degradation of the WSN’s operability. Therefore, a measurement error
analysis can unveil an unexpected and erroneous behavior of WSNs. Such an analysis was
conducted by means of SoC measurement errors. The simulation concept and results are
shown in the following.

4.2.1 Concept

One of the most important parameters for energy-aware applications and services is the
SoC. This parameter indicates the remaining energy of the energy storage component.
As described in [7], an erroneous determination of this residual energy may influence the
behavior of the applications and services. There are different methods for measuring
the SoC. One of the easiest is to quantify the terminal voltage of the energy storage
component. This method is suitable for demonstrating the effects of measurement errors.
Most microcontrollers have integrated ADCs to measure voltages. However, every ADC
has a certain measuring inaccuracy. Here, a MSP430F1611 microcontroller is used with
an inaccuracy of £5LSB (least significant bit). Furthermore, the inaccuracy of the supply
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Figure 4.7: SoC measurement error limits as a function of the three different energy storage
component’s SoC [7]. The three curves in the upper half represent the error
upwards, and the three curves in the lower half represent the error downwards.

voltage is assumed to be £33 mV as provided by a TPS63031 voltage regulator. The
overall measuring inaccuracy is +37.03 mV which is used for a first analysis.

Three different energy storage components are analyzed: a Lilon rechargeable battery,
a NiMH rechargeable battery, and a DLC. Figure 4.7 shows the SoC measurement error
limits as a function of the energy storage component’s SoC. The discharge traces needed
for this analysis are simulated by using Matlab/Simulink and a constant discharge current.
The error upwards is the significant value since an overrated SoC may result in an overload
(network traffic or tasks) of this sensor node. Therefore, the sensor node’s energy storage
component may discharge faster than that of the others. The DLC shows a constant
error because of the constant current discharge. The error is small due to the faster drop
of the terminal voltage. Both rechargeable batteries show a critical zone in the middle
of discharge. The reason is the slow drop of the terminal voltage in this zone. The
determination of the SoC shows the highest inaccuracy here. Such an overload of a sensor
node was simulated as described in the following section.

4.2.2 Simulation and Results

The SoC measurement error analysis is simulated by using the introduced simulation
environment, as published in [8]. The network consists of a base station (node 1) and
five sensor nodes (nodes 2 to 6). The structure is the same as in the previous case study
shown in Figure 4.4. However, the application scenario is slightly different. Only one
sensor node is selected to measure the temperature inside the region of interest. This
process is reiterated until one sensor node runs out of energy. An energy-aware algorithm
is used for selecting the routes of the messages as well as the measuring sensor node. Two
different algorithms are compared; first, the normal algorithm always selects the sensor
node with the highest SoC. Second, the enhanced algorithm randomly selects one from
the two sensor nodes with the highest SoC. Furthermore, two different measurement error
settings are simulated. First, all sensor nodes properly work without measurement errors.
Second, node 4 is considered to have a measurement error after some time.

L. B. Hérmann 41/115



4 Case Studies: Evaluation and Results

Normal Energy-Aware Algorithm without Measurement Errors

First, the normal energy-aware algorithm without measurement errors is simulated and is
used as reference for further simulations. Figure 4.8 presents the simulation results. The
statistics of the temperature measurement and network traffic are shown in Figure 4.8(a).
Most temperature measurements are performed by node 5 and 6. The reason is that these
sensor nodes do not forward any messages. Node 4, however, has to pass on most messages.
Therefore, it performs the fewest temperature measurements. Figure 4.8(b) depicts the
chronological sequence of the temperature measurements. It can be seen that all sensor
nodes start with the same measurement density. The density of node 5 and 6 increases,
the density of node 4 decreases, and the density of node 2 and 3 decreases only slightly.
Figure 4.8(c) shows the discharge traces of the sensor nodes’ energy storage components.
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(a) Network traffic and temperature measurement statistics.
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Figure 4.8: Simulation results of the normal energy-aware algorithm for routing and work-

load distribution [8]. No SoC measurement errors occur at any sensor node
during the entire simulation.
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Normal Energy-Aware Algorithm with Measurement Errors

Second, the normal energy-aware algorithm and a WSN with a faulty sensor node are
simulated. Figure 4.9 presents the results. The determination of the SoC of node 4 gets
erroneous after 350s. For this simulation, the measurement error of the energy storage
component’s terminal voltage is assumed to be +4%, which results in a maximum SoC
determination error of 45%. The energy-aware algorithm loads node 4 with almost all
temperature measurements, which is illustrated in Figure 4.9(a) and 4.9(b). The other
sensor nodes hardly ever produce measurements after the error occurrence. The result is
that the real SoC of node 4 decreases faster than that of the other sensor nodes. The dis-
charge traces of the sensor nodes’ energy storage components illustrate this effect as shown
in Figure 4.9(c). Compared to the first simulation, the increased energy consumption of
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Figure 4.9: Simulation results of the normal energy-aware algorithm for routing and work-

load distribution including SoC measurement errors at node 4 after a certain
period of time [8].
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node 4 causes a reduction of the network lifetime by 3.13%. Although this reduction does
not seem to be serious, in other application scenarios it may be more significant. For
instance, it would be a severe problem if parts of the network would be disconnected from
the base station due to an early failure of a sensor node.

Enhanced Energy-Aware Algorithm with Measurement Errors

Third, the enhanced energy-aware algorithm and a WSN with a faulty sensor node are
simulated. Figure 4.10 shows the simulation results. The temperature measurement and
the network traffic statistics as shown in Figure 4.10(a) depict that also here, most mea-
surements are performed by node 4. However, the other sensor nodes also produce mea-
surements after the error occurrence, as illustrated by the chronological sequence of the
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(a) Network traffic and temperature measurement statistics.
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(c) Voltage trace of the sensor node’s energy storage components.
Figure 4.10: Simulation results of the enhanced energy-aware algorithm for routing and

workload distribution including SoC measurement errors at node 4 after a
certain period of time [8].
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4.2 Case Study 2: State-of-Charge Measurement Error Analysis

measurements (Figure 4.10(b)). This is the main difference to the previous simulation.
The reason is the random selection of the two sensor nodes with the highest SoC. The
measurement densities of nodes 2, 3, 5, and 6 are reduced compared to the first simulation
but they are not nearly completely skipped as in the second simulation. This is the main
advantage of the enhanced energy-aware algorithm. The network lifetime is increased by
1.66% compared to the second simulation.

Table 4.4 summarizes the simulation results and compares the network lifetime of the
different simulation settings. It can be seen that the network lifetime is reduced by the
faulty sensor node. This is a reduction of 3.13% compared to the error-free simulation. The
enhanced energy-aware algorithm increases the network lifetime by 1.66%. These results
show the advantage of simulating hardware-software interactions in WSN. The effects
of hardware on the behavior of the software are highlighted. Therefore, this simulation
stresses the importance of a combined simulation of hardware and software to optimize
WSNss.

| Simulation Settings | First Failing Sensor Node | Network Lifetime ]
All sensor nodes OK, normal routing 4 1195.105s
Node 4 faulty, normal routing 4 1157.75s
All sensor nodes OK, enhanced routing 4 1195.31s
Node 4 faulty, enhanced routing 4 1176.96s

Table 4.4: Summary of simulation results of the four different measurement setups [8].
The network lifetime is given by the first failing sensor node which runs out of
energy.
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5 Conclusion and Future Work

The thesis concludes with this chapter that gives direction for future work. The first
section summarizes the work and shows the importance of the contribution. The second
section identifies and explains possible improvements.

5.1 Summary and Conclusion

WSNs are used in application areas without wired infrastructure. Therefore, each sensor
node of a WSN has its own energy supply, resulting in power and energy constraints.
EHSs increase the period of operation or enable perpetual operation.

It has been shown that EH-WSNs are interacting systems which have to be analyzed in
their entirety. Typically, a sensor node of an EH-WSN consists of hardware and energy-
aware software, both optimized for low power consumption. These two main parts strongly
interact with each other. Furthermore, the sensor nodes are interacting with each other
by exchanging information about their environment and their state. The interactions have
been classified into three main groups: device level interactions, network level interactions,
and external interactions. The first two were analyzed in detail and are considered as
important for this thesis. The main interactions at device level between the four main
units of a sensor node were listed. The interactions at network level were also discussed
but the focus was put on energy-related interactions at both levels.

A simulation environment which enables a combined simulation of hardware and soft-
ware was implemented. Entire EH-WSNs including their environment can be simulated
and the interactions can be analyzed. A detailed EHS model was implemented to get
realistic results. Furthermore, the on-site characterization of energy harvesting devices
enables an accurate simulation of EH-WSNs at different locations. It was shown that the
relative difference of harvestable energy of the solar cells at different locations strongly
depends on the weather.

Two case studies have been conducted to illustrate the importance of hardware-software
interactions in EH-WSNs. First, CADVS illustrated the dependency of the optimal hard-
ware selection on the behavior of the software. Second, the state-of-charge measurement
error analysis showed the effects of hardware state changes on the behavior of the WSN.

The three contributions of this thesis were examined in Section 3 and Section 4, the
analysis of hardware-software interactions being the major one. A detailed analysis of
the interactions, which was conducted for energy-related interactions at the device and
network level, is supported by their classification. The second contribution is a self-
developed simulation environment for EH-WSNs including hardware-software interactions,
as summarized above. Finally, the third contribution consists of two case studies, both
using the analysis of hardware-software interactions to optimize WSNs.

To conclude this thesis, the importance of the contributions is stated. The analysis
of the hardware-software interactions enhances the optimization of WSNs regarding the
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5 Conclusion and Future Work

energy efficiency during all development steps and operation. Due to the increased en-
ergy efficiency, the period of operation can be extended. Especially EH-WSNs imply
strong interactions with their environment. The optimization of these WSNs can achieve
a perpetual operation which minimizes the maintenance. The implemented simulation
environment enables a concurrent simulation of WSNs’ software and energy harvesting
hardware at circuit level by using a single modeling language. This new approach of sim-
ulating EH-WSNs enables a realistic analysis of hardware-software interactions. Finally,
two case studies demonstrate that the analysis of the interactions actually enhances the
optimization of WSNs.

5.2 Future Work

This thesis discussed the analysis of hardware-software interactions in EH-WSNs by using
a self-developed simulation environment and two case studies. Based on the three con-
tributions, the future work can be split into three categories which are discussed in the
following.

Analysis of Interactions
The focus of this thesis was put on the analysis of energy-aware hardware-software
interactions which can be extended to more general interactions between the units
and components of sensor nodes. Furthermore, external interaction can be included
to provide a system-wide analysis of interactions.

Simulation environment for EH-WSNs

The simulation environment can be improved in a variety of ways. First, the sim-
ulation of the node-to-node communication can be enhanced by including realistic
channel models and more accurate models of the radio unit of the sensor node. Sec-
ond, mobile sensor nodes can be supported by including different movement patterns.
Third, the simulation speed can be improved by optimizing the models. Another
possibility of simulation speed enhancement is to reduce the temporal resolution of
the analog circuit simulation by averaging the power consumption of different power
states. This possibility can be implemented and the accuracy can be analyzed.
Fourth, the usability of the simulation environment can be improved, for instance
by developing a graphical user interface.

Case Studies for Hardware-Software Interactions

First, the case study of CADVS can be extended by including different application
scenarios. More complex application scenarios would also mean to add further sen-
sor and hardware component models. Second, the case study of the state-of-charge
measurement error analysis can be improved by simulating more general network
topologies with an increased number of sensor nodes. This would improve the valid-
ity of the simulation results. Furthermore, the enhanced routing algorithm can be
analyzed for different numbers of randomly selected nodes with the highest SoC.
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6 Contributed Publications

Fight publications at international conferences and workshops contribute to this thesis.
These publications can be divided into three categories. First, the category “Hardware-
Software Simulation Environment Architecture” covers the publications concerning the
developed simulation environment. Second, the category “Case Study 1: Component-
Aware Dynamic Voltage Scaling” contains publications related to the first case study. One
paper of this category is also included in the first category. And third, the publications of
the category “Case Study 2: State-of-Charge Measurement Error Analysis” deals with the
second case study. There is no category for interactions in WSNs since they are grouped
with regard to their main focus, but all of the publications implicitly deal with interactions.
Figure 6.1 gives an overview of the publications and the following paragraphs summarize
them rather briefly. Thereafter, all publications are reprinted in their published version.

Hardware-Software Simulation Case Study 1: Case Study 2:
Environment Architecture Component-Aware State-of-Charge
Dynamic Voltage Scaling Measurement
s Error Analysis
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Figure 6.1: Overview of the eight publications contributing to this thesis.
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6 Contributed Publications

The category “Hardware-Software Simulation Environment Architecture” contains four
publications which are listed in the following.

e The publication A SystemC-AMS Simulation Environment for the Evalu-
ation of Energy Harvesting Wireless Sensor Networks [1] was presented at
the International Symposium on Performance Evaluation of Computer and Telecom-
munication Systems (SPECTS 2011) (reprinted from page 53). This publication is
about the concept of the simulation environment and contains first simulation results
of an energy harvesting system.

e The publication A Hardware/Software Simulation Environment for Energy
Harvesting Wireless Sensor Networks [2] was presented at the 9th ACM sympo-
sium on Performance evaluation of wireless ad hoc, sensor, and ubiquitous networks
(PE-WASUN 2012) (reprinted from page 59). It illustrates the implementation of
the simulation environment and contains simulation results of an EH-WSN. Further-
more, it presents a simulation scenario containing CADVS enhanced sensor nodes.

e The publication Designing of Efficient Energy Harvesting Systems for Au-
tonomous WSNs Using a Tier Model [3] was presented at the 18th International
Conference on Telecommunications (ICT 2011) (reprinted from page 67). This pub-
lication introduces a tier model of the EHS’s hardware. By using this model during
the development, the energy efficiency of EHSs can be optimized. Furthermore, it
groups hardware units into layers which can be used for a simulation model of EHSs.
This model is featured by its modular structure and an easy exchangeability of the
layers.

e The publication Towards an On-Site Characterization of Energy Harvesting
Devices for Wireless Sensor Networks [4] was presented at the IEEE Interna-
tional Conference on Pervasive Computing and Communications Workshops (PER-
COM Workshops 2012) (reprinted from page 73). It introduces the concept of the
on-site characterization of energy harvesting devices. By integrating the characteri-
zation data in the simulation environment, it can be used for enhancing the accuracy
of the simulation results.

The three publications of the category “Case Study 1: Component-Aware Dynamic
Voltage Scaling” are related to the first case study and are listed in the following.

e The publication Energy Efficient Supply of WSN Nodes using Component-
Aware Dynamic Voltage Scaling [5] was presented at the Furopean Wireless
Conference (EW 2011) (reprinted from page 77). It describes the concept of CADVS
and gives a first estimation of the energy savings by using CADVS at different
operating conditions.

e The publication Evaluation of Component-Aware Dynamic Voltage Scaling
for Mobile Devices and Wireless Sensor Networks [6] was presented at the
IEEE International Symposium on a World of Wireless, Mobile and Multimedia
Networks (WoWMoM 2011) (reprinted from page 85). It evaluates CADVS by
using five implemented supply circuits.
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e The publication A Hardware/Software Simulation Environment for Energy
Harvesting Wireless Sensor Networks presents the results of the implemented
simulation environment simulating a WSN enhanced by CADVS. It is also part of
the first category (reprinted in the first category from page 59).

The category “Case Study 2: State-of-Charge Measurement Error Analysis” contains
two publications concerning the second case study which are listed in the following.

e The publication Measuring the State-of-Charge - Analysis and Impact on
Wireless Sensor Networks [7] was presented at the Sizth IEEE International
Workshop on Practical Issues in Building Sensor Network Applications (SenseApp
2011) (reprinted from page 95). It discusses the impact of measurement errors of a
sensor node’s SoC on WSNs.

e The publication State-of-Charge Measurement Error Simulation for Power-
Aware Wireless Sensor Networks [8] was presented at the IEEE Wireless Com-
munications and Networking Conference (WCNC 2012) (reprinted from page 99).
It discusses the results of the implemented simulation environment simulating the
SoC measurement error.
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Abstract—Wireless sensor networks (WSNs) are very com-
plex systems. They are often used in application areas with
poor infrastructure and mobility, so each sensor node of a WSN
needs its own power supply. Energy harvesting systems (EHSs)
can be used to extend the operational lifetime of sensor nodes
or even enable perpetual operation. However, the efficiency
of the power supply depends not only on the used hardware
itself but also on the application running on the sensor node.
Therefore, a simulation environment including the complete
WSN is needed to be able to understand all dependencies.

This work presents the concept and first results of a simula-
tion environment written in SystemC-AMS for the simulation
of complete WSN. It includes energy harvesting, communica-
tion, power-awareness, location-awareness and dynamic power
management. Each node is composed of single modules which
can be exchanged easily to test different hardware or software
components. The results show the ability to simulate energy
harvesting systems using SystemC-AMS.

Keywords-wireless sensor networks; energy harvesting; mod-
eling; SystemC-AMS; energy efficiency

I. INTRODUCTION

Wireless sensor networks (WSNs) consist of a high num-
ber of nodes. These sensor nodes measure physical quantities
and transmit the information of their environment through
the wireless network. Typically, each sensor node needs a
dedicated power supply, because of mobility or poor or no
wired infrastructure at the given application area. A few ex-
amples are: precision agriculture [1], wildlife monitoring [2],
human health care [3], and structural health monitoring [4].
Often, the sensor nodes are powered by batteries or so called
energy harvesting systems (EHSs). The EHSs convert the
energy supplied by the environment into electrical energy
using energy harvesting devices, e.g. solar cells. Due to the
fact that the size of a sensor node is often limited, the size of
the battery or EHS is also limited. Therefore, the available
power is limited. The power supply and the sensor node have
to be as energy efficient as possible to extend the lifetime
(in case of batteries) or enable perpetual operation (in case
of EHSs).

Today’s WSNs are complex systems which use many dif-
ferent sensors to capture the state of the environment around
them. The nodes of these networks are mostly designed to
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be as efficient as possible for a specific application area.
However, the complexity of the WSN makes it very hard
to select the most efficient hardware for a given applica-
tion. Therefore, we present the concept of a simulation
environment which can be used to simulate a complete
WSN including energy harvesting, communication, power-
awareness, location-awareness, and dynamic power manage-
ment. Each node is composed of single modules which can
be exchanged easily to determine the appropriate hardware
circuit.

The paper is organized as follows: Section II discusses
a lot of important topics concerning the implementation
of a simulation environment for energy harvesting WSNs.
It describes different energy harvesting technologies and
energy storage components. Furthermore, it shows related
simulation environments which can be used to simulate
WSNs. Section IIT describes briefly a tier model which can
be used to model energy harvesting systems. Section IV
shows the design of the simulation environment and explains
its modules. Section V explains the simulation setup of a first
simulation and shows the initial results. Finally, Section VI
concludes the paper and shows directions for future work.

II. RELATED WORK

As already mentioned, EHSs convert environmental en-
ergy into electrical energy. The amount of converted energy
depends on the type of the environmental energy source
and on the efficiency of the energy harvesting device.
Table I shows a list of commonly used energy harvesting
technologies and their power densities [5], [6]. There is a
high variation of the power densities between the different
technologies (factor 15000). Furthermore, there is a high
variation of the power densities of solar cells depending on
the location. Deployed outdoor, a solar cell has a 1000 times
higher power density compared to an indoor deployment at
noon.

A disadvantage of environmental energy sources is the
discontinuous power output. An energy storage component is
needed to bridge periods with insufficient power output. The
capacity of the energy storage component must be sufficient
to enable perpetual operation of the sensor node. It depends

(©2011 IEEE. Reprinted with permission.
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Table T
POWER DENSITIES OF DIFFERENT ENERGY HARVESTING
TECHNOLOGIES [5], [6].

Harvesting technology [ Power density |

Solar cells (outdoor at noon) 10-15 mW/cm?
Solar cells (indoor) [7] ~ 10 uW/cem?
Piezoelectric (shoe inserts) ~ 300 uW/cm?
Vibration (small microwave oven) | ~ 100 uWW/ em?
Thermoelectric (10°C' gradient) =~ 40 uW/em?
Acoustic noise (100dB) ~ 1 uW/cm?

on the power consumption of the sensor node and the power
output profile of the energy harvesting device. Therefore,
knowledge about the chronological trend of environmental
energy source is necessary to be able to dimension the
energy storage component.

There are different types of energy storage components.
They range from rechargeable batteries, e.g. Nickel-Metal
hydride (NiMH), Nickel-Cadmium (NiCd), Lithium-Ion (Li-
Ion), and Lithium-Ion Polymer (LiPo), to double layer ca-
pacitors (DLCs). Table II shows the most common types and
their characteristics. The non-rechargeable alkaline battery is
listed for completeness.

Compared to rechargeable batteries, DLCs have a very
low energy density. However, the number of charge-
discharge cycles which are possible till the usable capacity
is reduced to 80% of its nominal value is much higher.
A typical number of charge-discharge cycles of DLCs is
500000. In contrast, the number of charge-discharge cycles
of rechargeable batteries typically ranges from 200 to 500.

Table II shows also the maximum and minimum voltage
of a discharge process. The terminal voltage of the energy
storage device is equal to the maximum voltage if it is fully
charged. The terminal voltage of it drops during discharge
down to the minimum voltage. A voltage conversion circuit
is necessary, if a sensor node needs a constant supply voltage
or the terminal voltage of the energy storage component ex-
ceeds the operating range. The supply voltage of the sensor
node should be as low as possible in order to save energy
which is explained in the following. Most sensor nodes
contain a microcontroller. Typically, this microcontroller is a
digital CMOS (complementary metal oxide semiconductor)
circuit. Such a circuit has a static and a dynamic power
consumption [11]. Leakage and bias currents are the reason
for the static power consumption. Typically, the static power
consumption is small and can be neglected in systems with a
total power consumption of more than 1 mW. The dynamic
power consumption of a CMOS circuit can be calculated
as shown in (1). The switching elements (the gates) of the
CMOS circuit have a common switching capacity C.

PDynamic =C- f : ngupply (1

The clock frequency f of the CMOS circuit has linear
influence and the supply voltage Vsyppi, has quadratic
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influence on the dynamic power consumption Ppynamic.
This quadratic influence is the reason why energy can be
saved if the supply voltage of the sensor node is reduced.

Furthermore, energy can be saved if the inactive hardware
components are switched off completely. We have described
this idea in [12]. A power switch for each component is
necessary. These switches are controlled by the software
running on the microcontroller. For example, if a mea-
surement should be done, the software activates the power
supply of the sensor, waits until the sensor has finished the
measurement, reads the data from the sensor, and deactivates
the power supply of the sensor. Therefore, the hardware
components are only powered if they are needed by the
software and the stand-by power is saved.

The combination of the controllable power switches
of each component and the minimization of the needed
supply voltage results in component-aware dynamic voltage
scaling (CADVS). In [13] we described the theory of this
low-power principle in detail and in [14] we evaluated six
different voltage supply circuits with and without applying
CADVS. The results showed that there is no optimal voltage
supply circuit which fits for all applications. The duty-cycle
of the application determines the ratio of the active time to
the active time and the sleep time. During the active time, the
application (of a sensor node) measures, preprocesses, and
transmits the data. The sleep time is used to save as much
energy as possible. During the sleep time, the hardware of
a sensor node is in a low-power state and the functionality
is reduced to a minimum. During this low-power state the
power consumption of the node is lower than the quiescent
power of some voltage converter circuits. Therefore, the
duty-cycle of the application is significant to select the
appropriate converter circuit. However, the determination of
the duty-cycle is not always easy, because it depends on the
measurement rate of the node itself, the network traffic, and
in power-aware WSNs also on the power state of the energy
storage component.

We present a simulation environment written in SystemC-
AMS which is used to simulate the whole WSN system
from hardware to software. SystemC is a language which is
used to model and simulate complex systems consisting of
hardware and software components. SystemC has been used
many times to model WSN systems [15]-[20]. However,
these focus mainly on communication or power consumption
without energy harvesting and do not simulate analog-
mixed-signal (AMS) systems. SystemC-AMS has been de-
veloped to be able to model such systems. It is possible to
compose a system out of single hardware components (e.g.
resistor, capacitor). Therefore, it is possible to model real
hardware systems. A disadvantage of such a model is the
high computational complexity. The trade-off between the
computational complexity and the model’s level of detail
results in a mixture of AMS-Modules and higher level
modules. SystemC-AMS has already been used to model
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Table 1T
DIFFERENT TYPES OF ENERGY STORAGE COMPONENTS AND THEIR CHARACTERISTICS TO SUPPLY SENSOR NODES [8], [9].

Characteristic Alkaline NiCd

NiMH

Lead Acid Lilon LiPo DLC [10]

Energy density [Wh/kg] ~ 145 45-80

60-120

30-50 110-160 110-130 4.5

Charge-discharge cycles — 1500

300-500

200-300 500-1000 | 300-500 500000

Typical fast charge time — 1h

2-4h 8-16h 2-4h 2-4h

~ | min

Overcharge tolerance — moderate

low high

very low low low

Maximum cell voltage [V] 1.5 1.48

1.38 2.1 4.1 4.1 2.7

Minimum cell voltage [V] 0.7 0.8

0.8 1.75 2.5 2.8 0.0

Operating Temp. [°C] -30 to 55 | -40 to 40

-20 to 60

20to 60 | 20to 60 [ Oto 60 | -40 to 65

WSNs. Most of them focus on the transceiver circuits and
communication [21]-[23]. The work in [24] describes the
design methodology of the AMS path of embedded systems,
especially the analog-to-digital converter.

A very interesting proposal is presented in [25]. They
describe a framework for evaluating different power-
management approaches in WSNs using SystemC. They also
envisioned including energy harvesting technologies into the
simulation framework. However, they haven’t presented any
results. Furthermore, they do not use the AMS extension of
SystemC to model down to hardware level.

There are also combined methodologies which use Sys-
temC models and circuit simulators. In [26] they combine a
SystemC simulation and a circuit simulation to get accurate
simulation results. The disadvantage of this solution is that
the circuit models are independent to the SystemC models
and two different languages are used.

III. ENERGY HARVESTING SYSTEM MODEL

This section briefly describes a tier model for EHSs.
We have introduced this model in [27]. It consists of five
different tiers. Each tier is interacting with the bordering
tiers and provides a specific functionality. It encapsulates
the functionality and ensures a safe power flow through
the whole model. The tiers consist of elements which
represents different hardware blocks of the EHS. Typically,
two different elements form a complete tier.

Fig. 1 shows the model of a simple EHS. The input
measurement, the power switch, the MPPT, and the charge
element form the input stage. It is shown on the left side
of the figure. This stage is responsible for the measurement,
control, and optimal storage of the input power which is pro-
vided by the solar cell. The combination of the discharge, the
stabilization, the power switch, and the output measurement
element form the output stage. It is shown on the right side
of the figure. This stage is responsible for the stabilization,
control, and measurement of the output power which powers
the sensor node.

The dotted and the dash-dotted lines indicate the infor-
mation flow in the model. The dash-dotted lines show the
flow of measurement information concerning the state of the
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Figure 1. Tier model of a simple EHS.

EHS. The dotted lines show the flow of control information.
Therefore, the behavior of the elements of the tiers can be
changed and the performance of the EHS can be enhanced.

IV. SYSTEM DESIGN

This section shows the design of the implemented sim-
ulation environment. It consists of single modules which
are composed to more complex modules. Figure 2 shows
the basic structure of it. It can be seen that a node consist
of five different modules. Each of these modules consit of
lower-level modules or components.

The transceiver transmits and receives the messages. The
focus of it is the timely correct transmission and receiving
of the messages. It is planned to use different propagation
models to be able to compare them.

The sensor module is used to measure the physical
quantities which are specified by the application area of the
sensor node, e.g. temperature, humidity, light. The inclusion
of the sensor is important if the transmission rate depends
on the measured data.

(©2011 IEEE. Reprinted with permission.
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Figure 4. Simulation of the power supply of a simple sensor node showing

the system voltages.

because this simulation should only show the feasibility of
the low-level simulation of the energy harvesting system.

The energy harvesting device consists of an ideal voltage
source combined with an internal resistor. It is stimulated by
the environment using a sinusoidal trace with a frequency
of one day. It is a very simple model of the sunlight.

The charge module is also kept very simple. It consists
of a diode that prevents the energy storage component from
discharging via the energy harvesting device.

A DLC is used as energy storage component. It is modeled
with an ideal capacitor and a series resistor and a parallel
resistor to model the leakage current.

The simple load model consists of a resistor simulating
an ohm resistive load. It is clear that a real sensor node
cannot be modeled by a constant resistive load. However,

this simulation setup should mainly show the feasibility of
the simulation of low-level components using the SystemC-
AMS language.
Figure 4 shows the voltage traces at different components.

The solid blue trace shows the stimulated voltage of the

energy harvesting device. In this case, it is the open circuit

voltage of the solar cell. The dashed red trace shows the
output voltage of the energy harvesting device. It can be
seen that this voltage is lower than the open circuit voltage if

behavior model.
Finally, the sensor node behavior model includes the

software part of a sensor node. The software is simulated
by this module. The simulation includes an interaction with
the transceiver, the sensors, and the EHS.

Each sensor node module is connected to the environment
model. It connects each node to the other ones. It is
responsible for the wireless communication including colli-
sion detection and handling. Furthermore, the environmental
data, e.g. solar irradiation, temperature, and humidity, are
forwarded to the nodes. It should be mentioned that these
data can be dependent on the location of the node in the
environment (simulation of location-aware behavior).

This structure of the simulation environment enables
the simulation of a complete WSN system including en-
ergy harvesting, communication, power-awareness, location-
awareness, and dynamic power management.

V. FIRST RESULTS

This section shows first results of the simulation of a
simple sensor node. The simulation setup focuses on the
energy harvesting system of this node. Figure 3 shows
the modules of the simulation. The transceiver, sensor, and
the sensor node behavior model are excluded completely,
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Figure 5. Simulation of the power supply of a simple sensor node showing
the power flow.

the solar cell powers the EHS and therefore, when the DLC
is charged. The dash-dotted black trace shows the output
voltage of the EHS. In this case it is equal to the voltage
of the DLC. It can be seen that the voltage of the DLC
drops during the night according to a discharge trace of a
capacitor.

Figure 5 shows the output power of the energy harvesting
device and the power consumption of the simple sensor
node. The solid blue trace shows the power generated by
the energy harvesting device. The dashed red trace shows
the power consumption of the simple sensor node. It can be
seen that the energy harvesting device can only charge the
DLC if the output voltage of the energy harvesting device is
higher than the voltage of the DLC and the forward voltage
of the diode. The second peak of the input power of the
EHS is lower, because of the already partly charged DLC.

VI. CONCLUSION AND FUTURE WORK

This work presents a simulation environment written
in SystemC-AMS to simulate complete WSNs from the
application down to the hardware. Lot of other work has
been analyzed to be able to implement a detailed model
of such WSN networks. In previous work we have shown
that the selection of the optimal hardware depends also
on the software running on the sensor node. Therefore,
this simulation environment can be used to be able to
design better WSN hardware and software. The simulation
of a simple sensor node including an EHS has shown that
the simulation structure allows a simulation of low-level
hardware consisting of single components.

Future work will focus on the implementation of the
sensor node behavior model, the communication module
and the environment. Also different types of EHS should
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be implemented and simulated. Then, the simulation envi-
ronment will have the ability to simulate complete WSNs
using energy harvesting.
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ABSTRACT

Wireless sensor networks (WSNs) consist of wirelessly com-
municating nodes with an autarkic power supply for each
node. Typically, the consumable energy of these nodes is
very limited. Energy harvesting systems (EHSs) can be used
to extend the lifetime or even enable perpetual operation
of the sensor nodes. Applicable energy-aware WSN proto-
cols and applications usually raise the complexity such that
rough calculations are not sufficient any more. Simulation-
based analysis is needed to cope with the complexity of hard-
ware/software interaction and its implications.

This work presents a simulation environment which en-
ables combined simulation and performance evaluation of
complete WSNs including the sensor nodes’ application soft-
ware, the energy harvesting enhanced hardware, the wireless
network communication, and the environment of the sensor
nodes.
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1. INTRODUCTION

Wireless sensor networks (WSNs) are used to collect infor-
mation about their environment if no wired infrastructure
is available for communication and power supply. Appli-
cation areas are manifold: Environmental monitoring [1],
precision agriculture [15], wildlife monitoring [17], human
health-care [18], or structural health monitoring [26] are only
a few examples.

Typically, each sensor node has a dedicated power supply.
Basically, there are two possibilities to supply a sensor node.
First, conventional batteries can be used which are cheap but
cannot be recharged. This means, that the lifetime of the
battery powered sensor nodes is limited. Furthermore, the
leakage current of a battery makes it impossible to extend
the operating time at will by reducing the average power
consumption of the nodes [5]. Second, so called energy har-
vesting systems (EHSs) can be used to supply the sensor
nodes. The EHSs convert environmental energy into electri-
cal energy and perpetual operation is possible. An energy
storage component (ESC) is needed to supply the mote dur-
ing periods with insufficient harvestable energy. Typically,
such EHSs are used for long-term deployments of sensor
nodes at hard-to-access locations. However, the power den-
sity of environmental energy sources is often very low and
the resulting available power and energy is limited.

The sensor node has to be energy efficient in order to
extend the lifetime (conventional battery supply) or enable
perpetual operation (EHS supply). Especially in case of us-
ing an EHS supply, the difference between harvested energy
and consumed energy is often very small. Duty cycling can
be used to conserve additional energy, but this depends on
the application area. The sensor node is in sleep state most
of the time. It is only activated for measurement, computa-
tion and transmission of the results.

Today’s WSNs are complex systems and the selection of
the most energy efficient hardware as well as the design of
energy efficient software is difficult. The energy efficiency
depends not only on hardware, but also on software. The
main problem is to get a realistic simulation of both, soft-
ware of the sensor nodes and the energy harvesting enhanced
hardware. Therefore, we present a simulation environment

(©2012 ACM. Reprinted with permission.
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which enables performance evaluation of complete WSNs in-
cluding energy harvesting, sensing, communication, energy-
awareness, and dynamic energy management. It implements
the concept that we have proposed in [12].

The rest of the paper is organized as follows: Section 2
discusses related work. Section 3 describes the simulation
environment and Section 4 shows the simulation results.
Section 4.3 describes a simulation scenario of a low-power
technique which needs combined hardware and software sim-
ulation. Finally, Section 5 concludes the paper and gives
directions for future work.

2. RELATED WORK

The simulation environment is written in SystemC-AMS
which is used to simulate the overall WSN system including
hardware and software. Complex systems consisting of soft-
ware and hardware components can be modeled and sim-
ulated with the SystemC language. As mentioned before,
WSNs are complex systems and SystemC has already been
used to model and simulate them [3, 4, 9, 19]. However,
work in this field usually focuses on communication or power
consumption without energy harvesting. Also simulation of
analog-mixed-signal (AMS) systems is not considered.

The SystemC-AMS extension enables the combined sim-
ulation of system-level based models and analog models.
Therefore, models can be composed from single hardware
components (e.g. resistors, capacitors ...) and high-level
blocks (e.g. processor, memory ...). They can be used
to model real hardware systems. However, a disadvantage
of low-level models is the high computational complexity.
This trade-off between the computational complexity and
the model’s level of detail often causes a mixture of AMS-
modules and high-level models. SystemC-AMS has also
been used to model and simulate WSNs. The focus is mainly
on the transceiver circuits and communication [23, 24, 25].
The work in [7] describes the design methodology of the
AMS part of embedded systems. In particular, it describes
the analog-to-digital converter.

The authors of [22] propose a framework for the evalu-
ation of different power-management approaches in WSNs
using SystemC. They also suggest the integration of EHSs.
However, they present no results and we did not find any
other work of them presenting results prior the publication
of this work.

3. SIMULATION ENVIRONMENT

The main parts of the simulation environment are the en-
vironmental model and the sensor node model. The latter
also has two main parts which are the sensor node behavior
model and the power supply model. These three main mod-
els are described in the following subsection. An overview
of the model structure is shown in Figure 2.

3.1 Environmental Model

The environmental model establishes connections between
all nodes of the WSN and provides them with location spe-
cific information, for example temperature and harvestable
energy. Hence, the location of each node has to be stored
in this module. The provided information changes during
the simulation according to the time of day and other influ-
ences. Furthermore, this information may also vary between
the sensor nodes depending on the location. To get realistic
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Figure 1: Maximum power point (MPP) of two so-
lar cells placed at different locations. The traces
are measured during a day with (a) good weather
conditions and (b) bad weather conditions.

simulation inputs, we presented an on-site characterization
instrument for energy harvesting devices [11]. First results
of a solar cell characterization illustrate the importance of
such characterizations. Figure 1 shows the trace of the max-
imum power point (MPP) of two sensor nodes placed south
and north of the author’s department (northern hemisphere)
during a day with good and a day with bad weather con-
ditions. It shows a significant difference of the harvestable
energy only at days with good weather conditions.

The wireless network communication is modeled by the
connectivity and channel model. The model provides a car-
rier sense signal to each node which indicates an ongoing
transmission. Depending on the distance between the nodes
and the transmission range, not every transmission can be
detected by each sensor node. A collision signal indicates a
broken transmission to each sensor node in range. A trans-
mitting signal is used to model the temporal behavior of the
transmission which is activated during an ongoing transmis-
sion. Each sensor node in range of the transmission recog-
nizes it via the receiving signal. The packet data is provided
to and from the sensor nodes using the data signal.

3.2 Sensor Node Behavior Model

The behavior of a sensor node is defined by its applica-
tion software and the access to its hardware modules. Here,
the hardware modules are represented by high-level models
which reduce the computational complexity. However, the
increased current consumption caused by activating these
hardware modules is modeled using power states inside the
processing module to ensure a realistic power trace.

The software is simulated in an event-driven way simi-
lar to TinyOS [16]. This means that the software provides
predefined interfaces and uses itself interfaces from the pro-
cessing module. The supported interfaces are combined to a
simulation abstraction layer (SAL). The advantage of such
an interface layer is the possibility to execute the application
software by the simulator as well as by the sensor node itself
if the layer is also provided by the real sensor node. This
would enhance the comparability of the results. Further-
more, the emulation of the sensor node’s processing hard-
ware increases the simulation speed dramatically. The ab-
straction principle is shown in Figure 3. The following list
shows the functions which have to be implemented by the
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application of the sensor node. They are called at certain
events.

e mp_init(): This function is called at the initialization
event after the startup of the microcontroller.

o mp_timer_fired(): This function is called at the timer
fired event after a preconfigured time has elapsed.

e mp_tempsens_finished(uint16 temp): This function
is called in response to the finish of a temperature mea-
surement.

e mp_radio_received(Message msg): This function is
called at the event after successfully receiving a mes-
sage. The source and the destination are encapsulated
in the message.

e mp_radio_transmitted(): This function is called at
the event after the transmission of a message.

The following list shows the functions which can be used by
the application of the sensor node (commands).

e hm_start_timer (uint16 msec): This command con-
figures and starts the timer.

e hm_radio_power_on(): This command energizes the
radio module.

e hm_radio_power_off(): This command de-energizes
the radio module.
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e hm_radio_send(Message msg): This command trans-
mits the message. The source and the destination are
encapsulated in the message.

e hm_tempsens_power_on(): This command is used to
energize the temperature sensor.

e hm_tempsens_power_off (): This command de-ener-

gizes the temperature sensor.

e hm_tempsens_start(): This command starts a tem-
perature measurement.

The radio module and the temperature sensor module are
the interface of the sensor node to its environment. The
timer module is used to generate periodic events. The op-
eration monitor module supervises the supply voltage and
starts or stops the application software in case of exceeding
or falling below the minimum supply voltage of the micro-
controller. Finally, the voltage measurement module simu-
lates the analog-to-digital conversion of the microprocessor’s
supply voltage.

3.3 Power Supply Model

The power supply model consists of the energy source
model and the load model. Here, the energy source is an
EHS using a solar cell as energy harvesting device and double
layer capacitors (DLCs) as ESC. The power supply model is
similar to the EHS we have already implemented and eval-
uated in [8]. This EHS is now used to supply a WSN for
characterizing different types of energy harvesting devices

(©2012 ACM. Reprinted with permission.
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as shown in Section 2 [11]. The modules are connected with
electrical terminals. The charge circuit is implemented us-
ing a simple diode which prevents discharging via the solar
cell. However, the implementation of the non-linear hard-
ware components (e.g. diode) was difficult, because the
SystemC-AMS extension only provides a linear simulator.
Therefore, the diode was implemented using a variable re-
sistor combined with a look-up table. The resistance of the
diode depends on its voltage drop and is adapted at each
simulation step. Furthermore, the charge circuit contains
an overcharge protection using a voltage dependent shunt
resistor. The ESC consists of two DLCs connected in series.
Each of them has a capacity of 350 F' and a maximum volt-
age of 2.5V. We have chosen and adapted the DLC model
from [6] to be able to use it in SystemC-AMS. The voltage
converter is described by a model of a linear dropout regula-
tor with a constant output voltage of 3.3 V. The load model
uses a variable resistor to adapt the power consumption of
the sensor node on the current power state. Therefore, the
power state information is provided to this module.

4. RESULTS

This section shows the simulation results of a sensor node’s
detailed current consumption, the simulation results of two
sensor nodes supplied for five days by energy harvesting, and
the simulation results of component-aware dynamic voltage
scaling applied at two energy harvesting sensor nodes. The
results show the ability of the simulation environment to
simulate detailed and long-term application scenarios.

4.1 Detailed Simulation Results

The simulation shows the current consumption of a sensor
node during an activation interval. Figure 4 compares the
simulated current and the measured current. The different
power states during the activation interval are shown. The
main phases of the activation interval are the sleep phase,
the measurement phase, the computation phase, and the
communication phase. The sleep phase takes 8.5s. The
other main phases take 0.5 s each. One packet is sent and
one is received during the communication phase. The high-
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Figure 5: Energy harvesting simulation of two nodes
for five days. The solar radiation at the location of
node 2 is lower.

est differences occur during the power-on of the temperature
sensor and the radio module. However, the mean relative er-
ror of the current consumption during the active phases is
—1.92%. The sleep phase is not considered here, because
the constant current is modeled accurately.

4.2 Five-Day Simulation

The long-term simulation shows two sensor nodes supplied
by solar cells. The ESCs of both sensor nodes are empty at
simulation start. Sensor node 1 is virtually placed at a lo-
cation with better irradiation constraints. The open circuit
voltage of its solar cell is 8.34 V. The open circuit voltage
of sensor node 2’s solar cell is only 4.17 V. Figure 5 shows
the input powers and the voltages of the ESC of both sen-
sor nodes. The input power of node 1 increases with each
day, because of the increasing voltage of its ESC, the DLCs.
The solar cell is operated closer and closer to the MPP of
7.4V . However, the input power of node 2 decreases after
the second day, because the MPP is already exceeded. The
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Figure 6: Energy harvesting simulation of two sen-
sor nodes for five days showing the normal and the
averaged power consumption of node 1 and 2.

MPP of node 2’s solar cell is at 3.3V, because of the lower
solar radiation. The reason for these two effects is the direct
connection of the solar cell and the DLCs. No MPP tracker
is used. This reduces the efficiency of the EHS, but simpli-
fies the hardware significantly. Only a simple diode is used
as discharge protection circuit. Otherwise, if no discharge
protection is used, the DLCs would be discharged via the
solar cell during periods of insufficient available energy.

Both sensor nodes are turned on at a DLCs voltage of
3.4V and turned off at 3.3V. Sensor node 1 reaches the
power-on threshold at the second day. The DLCs voltage
doesn’t fall below the power-off threshold during the rest of
the simulation. Sensor node 2 reaches the power-on thresh-
old at the third day. However, the energy stored in the DLCs
is not enough to supply node 2 during the complete night.
It can be clearly seen in Figure 6. It shows the power con-
sumption of both sensor nodes. Also, it depicts the average
power consumption.

4.3 Simulation of Component-Aware
Dynamic Voltage Scaling

This simulation scenario shows the ability of adapting the
simulation environment on specific hardware and software
features.

DVS is commonly used to adapt the supply voltage of a
processor depending on its clock frequency. The clock fre-
quency can be reduced if the workload of the processor is
low. The authors of [2] and [21] describe the design issues
for DVS systems and various DVS algorithms, respectively.
A DVS platform using an MSP430 ultra-low power micro-
controller is introduced by the authors of [20]. They use only
components of the shelf to vary the supply voltage of the mi-
crocontroller. However, they do not consider the efficiency
and the leakage currents of the voltage converter.

A technique to save energy is to turn on and off the hard-
ware components (e.g. sensors, radio module) according to
their usage. The method can be enhanced by adapting the
supply voltage of the sensor node to the minimum supply
voltage of the activated hardware components. This is called
component-aware dynamic voltage scaling (CADVS) which
we have introduced in [13] and evaluated with real hard-
ware in [14]. We have shown that the energy savings also
depends on the leakage and quiescent current of the voltage
conversion circuit. CADVS adapts the supply voltage of the
complete wireless sensor node. A block diagram of a simple
CADVS enhanced wireless sensor node’s hardware is shown
in Figure 7.
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Figure 7: Structure of a CADVS enhanced wireless
sensor node [14]. The power supply of the sensors
and of the transceiver can be switched on and off
by the microcontroller. Furthermore, the variable
voltage converter is adjusted by the microcontroller.
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4.3.1 Sensor Node

The application scenario of the simulated WSN is to mea-
sure the environmental temperature at a specified region
and transmits the information to a base station. Each sen-
sor node consists of three main components which are the
temperature sensor, the radio module, and the microcon-
troller. A detailed description of the hardware can be found
in [14]. A duty cycle is applied which is shown in Figure 8.
One interval consists of a sleep phase, a measurement phase,
a computation phase, and a transmission phase. The sensor
node has been implemented and the average current con-
sumption of the different phases has been measured. This is
shown in Table 1.

The sensor node is supplied by solar cells and two DLCs
connected in series are used as ESC. The charge circuit is a
simple diode which prevents discharging via the solar cell.
Each DLC has a capacity of 350 F' and a maximum volt-
age of 2.5V. The joint capacitance is 175 F and the joint
maximum voltage is 5.0 V. A voltage converter is needed to
supply the node with an adjustable voltage and to prevent
it from destruction. Here, we simulate and discuss two lin-
ear voltage regulators, one with a constant output voltage of
3.3V and one with an adjustable output voltage supporting
CADVS.

4.3.2 Network

The simulated network consists of five sensor nodes and
one base station. The five sensor nodes are placed in the
region of interest. The structure of the network is shown in
Figure 9. Node 1 represents the base station. Each node
except the base station is supplied by solar cells. The har-
vestable energy of each node is different. Node 2 gets most
energy and node 6 gets least energy which can be seen in
Section 4.3.4.

(©2012 ACM. Reprinted with permission.
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Table 1: Characteristic of the four different phases of the sensor node.

Phase Minimum Supply | Supply Current | Supply Current | Duration
Voltage @33V using CADVS
Sleep 1.8V 2.59 nA 0.84 nA variable
Temperature measurement 3.3V 2.39mA 2.39mA 0.51s
Calculation 1.8V 2.17TmA 0.97mA 0.501 s
Communication (receive) 2.4V 29.93mA 27.02mA 0.527 s
Communication (transmit) 2.4V 156.6 mA 103 mA 4.4ms
//d 100 T T T T T T T T
5 £
— n
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Figure 9: Structure of the simulated network. Node =
1 is the base station. EYr |
g 200} 4
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4.3.3 Energy-Aware Application

The energy-aware application is used to measure the tem-
perature of each sensor node in the region of interest by
adapting the duty cycle of the whole network to the stored
energy of the sensor nodes. At the beginning of the com-
munication phase, the base station transmits a synchroniza-
tion beacon to all sensor nodes which includes the network
duty cycle. This information is used by the sensor nodes to
adapt their sleeping schedule. Therefore, the nodes are kept
synchronized. At the end of the communication phase, the
nodes transmit the previous measured temperature to the
base station. Each time a temperature measurement is per-
formed, the sensor node measures also the voltage of its ESC
and determines the state-of-charge (SoC). Each neighboring
node updates the SoC of the source node. This information
is also transmitted to the base station. The base station
stores the SoC of each sensor node, calculates the next duty
cycle, and transmits it at the next synchronization message.
To calculate the next duty cycle, the base station uses the
lowest SoC value of all sensor nodes. The SoC is calculated
using the measured voltage of the ESC as mentioned before.
The energy stored in a capacitor can be calculated as shown
in (1).

1 2

Ecapacitor = 5 -C-Ve (1)

The SoC varies between 0 and 100 % and it is mapped ac-

cording to (2). Due to the fact that the minimum input

voltage of the linear voltage regulators is 3.3V, an SoC of

0% is mapped to this voltage. The maximum voltage of the
ESC is 5.0 V which is mapped to 100 %.

E E — E33v

_ _ V3-1089V?
Emae  Esov — Ezsv

14.11v2 @

The duty cycle is adjusted by adapting the sleep time of
the interval. The sleep time is calculated according to (3).

SoC =

25 —500s

tsleep = Max <500 s — 0%

-socr,zs> (3)

The SoC depending on the ESC voltage and the sleep time
depending on the SoC are shown in Figure 10.
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Figure 10: Dependency of (a) the SoC on the ESC
voltage and (b) the sleep time on the SoC.

Messages are also forwarded in an energy-aware manner.
When transmitting a message to a specific node, the next
hop is selected according to the SoC. Therefore, each node
has to store the SoC of the neighbors. Due to the fact that
each message contains the SoC of the transmitting node,
each receiving node gets the SoC information.

4.3.4 Application Scenario Results

This section shows the results of the WSN simulation us-
ing the described simulation environment. Figure 11 shows
the simulation results using a constant supply voltage and
Figure 12 illustrates the use of CADVS. The active part of
the interval starts at about 500 ms and ends after 2000 ms.
During the first third, the measurement is performed and the
sensor node must be supplied with 3.3 V. During the sec-
ond third, the measurement results are post processed. The
voltage of the sensor node can be reduced to 1.8 V. Dur-
ing the last third, the communication is done. Each peak
shows a transmission of a message. The voltage can be set
to 2.4 V. It can be seen clearly, that the current during the
computation phase and during the transmissions is reduced.
Therefore, much energy can be saved. The energy consumed
during the active period using the constant supply voltage is
71.21 mJ. The energy consumption using the variable volt-
age is only 46.99m.J. This is a reduction of 34 %. However,
the energy savings comparing the input energy of both volt-
age converters are lower. The input energy of the constant
voltage converter is 92.08 m.J and the input energy of the
variable converter is 81.59 m.J. This corresponds to an en-
ergy saving of 11.4 %. The reason is that the input current
and output current of linear converters are equal when the
leakage and quiescent currents are neglected. The reduc-
tion of the voltage at the variable voltage converter causes
a higher voltage drop at the converter. Therefore, the sav-
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Figure 11: Simulated voltage and current trace us-
ing a constant supply voltage of 3.3V.
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Figure 12: Simulated voltage and current trace us-
ing a variable supply voltage supporting CADVS.
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Figure 13: Simulation results of five sensor nodes
supplied with energy harvesting during two days.
CADYVS is applied at all nodes.

ings depend only on the lower current consumption of the
wireless sensor node at the lower supply voltages.

The two-day evaluation of the simulation scenario is dis-
cussed in the following. Figure 13 shows the input power
provided by the solar cells, the voltage trace of the DLCs,
the duty cycle of the nodes, and the averaged power con-
sumption of the nodes applying CADVS. It can be seen
that the DLCs have an initial voltage of 2.56 V' which is
too low to start up the sensor node. The sensor node is con-
figured to start up if the voltage of the ESC reaches 3.6 V.
Figure 14 shows the sent packet statistics of the five sensor
nodes. Node 4 has to forward all packets to and from node
5 and 6. The forwarding of the packets to and from node 4
has to be done by node 2 or 3. Most packets are forwarded
by node 2, because it harvests more energy than node 3.
The significant difference between the simulation using the
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Figure 14: Sent packet statistics of five sensor nodes.

constant and CADVS is that node 2 forwards more pack-
ets using CADVS. In case of the constant supply voltage,
6811 packets are forwarded by node 2. In case of CADVS,
7462 packets are forwarded by node 2 which is an increase
of 9.6 %. This means that the node operates more efficiently
and more energy is available for network communication.

5.  CONCLUSIONS

This work presented a simulation environment for energy
harvesting WSNs implemented in SystemC-AMS. It enables
a combined simulation and performance evaluation of soft-
ware and hardware of WSNs. The interactions between soft-
ware and hardware can be analyzed which can help to op-
timize them. Furthermore, the simulation scenario showed
the ability of evaluating a low-power technique which needs
the combined simulation of software and hardware.

Future work will target an enhancement of the simulation
environment. Especially, the analog power supply and load
model will be optimized for simulating a higher number of
nodes and longer periods.
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Abstract—Energy harvesting systems (EHSs) are the key to
perpetual operation of electronic devices in application areas with
bad infrastructure or mobility. Wireless sensor networks (WSNs)
are often used in such areas. Normal WSN nodes are powered
by batteries. Therefore, the lifetime is limited and the batteries
have to be replaced manually after a certain period of time. This
problem can be solved by EHSs. They exploit energy sources of
the environment and store the harvested energy in energy buffers.
The EHS supplies the electronic device and ensures a continuous
operation. WSNs can benefit from these developments, because
the lifetime can be enhanced dramatically. However, the EHS
have to be adapted to the requirements of the application area
and of the supplied device. This enhances the overall efficiency of
EHS. To be able to do that, the fundamental mode of operation
of an EHS has to be well-understood.

We introduce a novel tier model for EHSs. It structures the
EHS into tiers with special functions. This enhances the design
process of an EHS, because tiers can be adapted to each other
and the overall efficiency of can be increased.

The tier model is applied to RiverMote, a WSN node for in-
river water level monitoring. Each node is supplied by solar cells
and the energy is stored in double layer capacitors (DLCs). The
hardware of the EHS of RiverMote is divided into the tiers of the
model. These tiers are adapted to each other carefully. Although
no maximum power point tracker has been implemented, it has
been shown that the available power of the solar cell is greater
than 80 % of the maximum power point if the energy level of the
DLCs is between 42 % and 100 %. This result was only possible
by a careful design and an adaption of the tiers.

I. INTRODUCTION

Wireless sensor networks (WSNs) provide sensing and com-
munication capabilities in application areas with mobility or
bad infrastructure. The use of WSNs supersedes the wiring of
each node. Due to the fact that there is no wired infrastructure,
each node of the WSN needs its own energy source. However,
the requirements on a WSN depend strongly on its applica-
tion area, which are manifold. Precision agriculture [1], [2],
wildlife monitoring [3], [4], human health-care [5] or structural
health monitoring [6] are only few of different application
areas of WSNs. Their diversity causes an adaptation of a WSN
to a specific application area. Today, there is no all-in-one
WSN that can be used in every application area. Therefore,
the WSN is specialized and it is able to perform its task in an
optimal way.

As mentioned before, each node needs its own energy
source. Very often, batteries are used. They are cheap and
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provide a reliable supply. However, the lifetime of each
node supplied by batteries is limited. Typically, the current
consumption of the node determines the lifetime. If the average
current approximates to the leakage current of the battery, the
lifetime depends also on the leakage current [7]. Therefore,
the lifetime cannot be extended in any order by reducing
the average current consumption. This results in the battery
replacement problem as mentioned in [8]. The batteries have to
be replaced manually after a certain period of time. However,
the replacement is sometimes very difficult, because the WSN
nodes are deployed at hard-to-access locations. Hence, the
replacement should be avoided if possible.

The solution is the use of energy harvesting systems (EHS)
[9]-[11]. These systems exploit environmental energy sources
to enhance the lifetime of WSN nodes. They convert the
available energy into electrical energy and store it in en-
ergy storage components (ESCs). The storage is needed, be-
cause energy from the environment is generally unpredictable,
discontinuous, and unstable [12]. Rechargeable batteries or
double layer capacitors (DLCs) can be used as ESCs. There
are also approaches to combine different types of ESCs to
benefit from the advantages of each type [13]. The energy
is converted by energy harvesting devices (EHDs), e.g. solar
cells or thermoelectric generators. The selection of the type
of the EHD and the ESC depends on the application area.
Each application has special requirements on the WSN node
and hence on the EHS. Every EHD and ESC has special
characteristics which are called implicit properties here. It is
useful to consider these properties during the design of the
EHS to enhance the overall efficiency of the system.

It can be seen that an EHS is a complex hardware unit and
efficient mode of operations depends on the adaptation of the
EHD, the ESC and other components to each other. Therefore,
we have developed a tier model which breaks down the EHS
into five different tiers and simplifies understanding of it. Each
tier consists of one or more components, which are necessary
to fulfill the functionality of the tier. It is also possible that
a tier can be omitted completely if the functionality is not
required. Therefore, it is necessary to adapt the tiers and the
components of the tiers to each other in order to optimize the
efficiency of the EHS.

This paper is organized as follows: Section II discusses
related work. The tier model is introduced in Section III and

(©2011 IEEE. Reprinted with permission.
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TABLE 1
POWER DENSITIES OF DIFFERENT ENERGY HARVESTING
TECHNOLOGIES [10], [15].

Harvesting technology | Power density ‘

Solar cells (outdoor at noon) 10-15 mW/em?
Solar cells (indoor) [16] ~ 10 uW/em?
Piezoelectric (shoe inserts) ~ 300 uW/cm3
Vibration (small microwave oven) | a2 100 pW/cm3
Thermoelectric (10°C' gradient) ~ 40 pW/em?
Acoustic noise (100dB) ~ 1 puW/em?

describes each tier in detail. Section IV applies the tier model
to existing EHSs and presents the results. Finally, Section V
concludes the paper and shows directions for future work.

II. BACKGROUND AND RELATED WORK

For understanding the special characteristics of EHSs, their
constraints and their opportunities, we briefly survey properties
of well-known EHSs and design methodologies.

A theoretical energy harvesting model is introduced in [14].
The model deals with the description of environmental energy
sources and the energy sink (consumer).

However, the model does not describe characteristics of the
energy storage unit or consider the power loss of the EHS.
Furthermore, it is a model of the input and output power and
not of the EHS itself. The tier model of this paper describes
the hardware of the EHS.

The amount of harvestable energy depends on the type of
the environmental energy source, on the power of the energy
source and on the efficiency of the EHD. Table I shows a
list of commonly used energy harvesting technologies and
their power densities [10], [15]. It can be seen that the power
density of the solar cell depends dramatically on the location.
Therefore, if the EHS is deployed outdoor, solar cells are
suited well. However, indoor EHSs have lower input power
and the supplied node should have a low power consumption,
too.

The properties of different types of ESCs are shown in Ta-
ble II. Nickel-cadmium (NiCd), nickel-metal hydride (NiMH),
lead-acid, lithium-ion (Lilon) and lithium-polymer (LiPo)
batteries and DLCs are given. The properties vary between
the single types. Especially the nominal cell voltage and the
overcharge tolerance have a high influence on the design of
the EHS. Therefore, the selection of the ESC type is one of
the first steps during EHS design. A great difference is also
between the DLC and the other batteries. The energy density of
the batteries is much higher compared to the DLC. However,
the cycle life of the DLC is much higher compared to the
batteries. This difference must be considered at the selection
of the ESC, too.

There are a lot of existing WSN nodes and EHSs for these
nodes. The Heliomote [10] module is an EHS using solar cells
and NiMH batteries for Mica2 nodes. The Prometheus [13]
module is an EHS using solar cells, DLCs and LiPo batteries
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Fig. 1. Tier model of a simple EHS.

for Telos nodes. It uses two different types of ESCs to store the
harvested energy. In [19] an EHS is described, which supports
different types of EHDs and stores the energy in a DLC. It
can measure the input and output power.

Prometheus and Heliomote do not use so called maximum
power point trackers (MPPTs). A MPPT can be used to
maximize the output power of an EHD. Such elements or
multiple ESCs increase the complexity of the EHS. Therefore,
it is suitable to use a model which can help to design an
efficient EHS.

I11. ENERGY HARVESTING SYSTEM MODEL

This section introduces a tier model to describe EHSs. The
model consists of five different tiers. Each tier provides a
specific functionality and is interacting with the inner and outer
tier. Interacting means a flow of energy, here. Therefore, a tier
encapsulates the functionality and guarantees a safe energy
flow through the whole model. It simplifies the real EHS by
combining different hardware blocks to single elements of a
tier. Typically two different elements are needed to form a
complete tier. One element is used as an input element and
the other one is used as output element. Therefore, energy
can flow from an outer tier through the input element of the
current tier to an inner tier, and vice versa. An element of a
tier can measure, transform, store, and consume energy.

Fig. 1 shows the model of a simple EHS. The combination
of the input measurement, the power switch, the MPPT, and
the charge element forms the input stage. It is shown on
the left side of the figure. The functionality of the stage is
the measurement, control, and optimal storage of the energy
provided by the EHD. The combination of the discharge, the
stabilization, the power switch, and the output measurement
element forms the output stage. It is shown on the right side
of the figure. The functionality of the stage is the stabilization,
control, and measurement of the energy needed by the WSN
node.
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TABLE 1L
PROPERTIES OF DIFFERENT TYPES OF ESCs [17]. THE VALUES OF THE DLC COME FROM MAXWELL BoostcAap DLC [18].

Property | NiCd NiMH Lead Acid Lilon LiPo DLC
Energy density [Wh/kg] 45-80 60-120 30-50 110-160 110-130 4.5
Cycle life (to 80% of initial capacity) 1500 300-500 200-300 500-1000 | 300-500 500000
Typical fast charge time 1h 2-4h 8-16h 2-4h 2-4h =~ 1 min
Overcharge tolerance moderate low high very low low low
Nominal cell voltage [V] 1.25 1.25 2 3.6 3.6 2.5
Operating Temp. [°C] -40 to 40 | -20 to 60 -20 to 60 -20to 60 | Oto 60 | -40 to 65

The dotted and the dash-dotted lines indicate the infor-
mation flow in the model. The dash-dotted lines represent
the measurement lines that are used to measure the current
state of the EHS. The dashed lines represent the control lines.
They are used to vary their behavior in order to enhance the
performance.

If there are no control lines from the controller to any
elements, the behavior of the elements cannot be adjusted
and it is a fixed EHS. This reduces the complexity of the
EHS. However, the system must be well designed, because
the behavior cannot be changed afterwards. If there are no
measurement lines from the elements to the controller, the
state of the EHS cannot be determined. Therefore, it is a blind
EHS. The disadvantage is that the end device does not know
how much energy is stored and it cannot estimate directly the
remaining supply time.

A. Tiers of the Model

The model consists of five nested tiers. The following
sections describe each tier and typical elements of it.

1) Device Tier: This tier contains the EHD as well as
the supplied WSN node. The EHD provides the energy to
the whole system. The task of the tier is the generation and
consumption of the energy and a control of the EHS.

The controller is placed on the boarder of the EHS. It can
be a part of the EHS or it can be a part of the WSN node.
For example the controller can be implemented as a separate
component of the EHS or it can be implemented as a software
module of the WSN node. There are many possibilities and
it should be adapted to the application to be as efficient as
possible.

2) Measurement Tier: The measurement task is important
to predict the available energy. In [20], different forecasting
methods are compared and evaluated. This tier is placed
directly after the device tier, because so the energy losses
of the EHS can be measured and evaluated during operation.
Typically, the measurement element determines the energy by
measuring the power over a certain period of time. The power
can be calculated with the input voltage and the input current.
The current can be measured with a small shunt resistor and
this resistor causes a loss of energy. Therefore, it is realistic
to define the measurement element as a lossy element. This
means that the output power (e.g. the power to the power
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switch) is smaller than the input power (e.g. the power from
the EHD).

The elements of this tier have measurement outputs that are
used to detect the current state of the EHS. This information
can be used by the controller to predict the available energy
of the EHS.

If no elements of this tier are implemented by the EHS, the
input or output energy transfer cannot be measured. However,
the controller is able to calculate a rough estimation by
measuring the energy level of the ESC. With this value and
an estimation of the output power, the input power can be
calculated. Therefore, a model of the ESC must be known. The
output power can be defined as constant or can be estimated
at runtime [21], [22]. It can be seen clearly that it is a rough
estimation only. If a more detailed determination of the current
state of the EHS is needed, measurement elements of this tier
are necessary.

3) Power Control and Conditioning Tier: This tier controls
the power flow of the energy harvesting system and enables
an optimal power flow between the EHD and the ESC and
between the ESC and the WSN node, respectively.

Power switches are used to control the power flow. These
elements can be used to actively control the energy level of the
ESC. They can also be used to deactivate energy harvesting or
to switch off the WSN node. Typically, the controller or the
mote controls these elements to optimize the energy harvesting
process.

In more complex EHSs the power control tier can also be
used for the power flow between input stage and the output
stage. This bypasses the power and the ESC is not stressed.
Therefore, the lifetime of the ESC can be enhanced.

The conditioning element of the input stage is a MPPT. It
ensures an operation of the EHD at the MPP. The behavior
of the EHD depends on the type of it (solar cell, TEG, ...).
Therefore, it is possible that the MPPT is designed for a single
type of EHDs.

The conditioning element of the output stage is the stabi-
lization element. It is necessary, because the WSN node needs
a stabilized voltage to operate well. Typically, the voltage
level of the ESC depends on the energy stored. Therefore,
the stabilization is used to transform the irregular voltage of
the ESC to a constant output voltage.

There are two possibilities to control the MPPT. First, it
can be controlled by itself. This means the MPPT is able to

(©2011 IEEE. Reprinted with permission.
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detect the MPP and to adjust the power flow. Second, it can
be controlled by the controller. Hence, the complexity of the
MPPT is reduced. However, the controller has to continuously
track the input power and adjust the MPPT.

The stabilization element can also be adjusted by the con-
troller if it is supported by the element. Therefore, the output
voltage can be varied. This leads to dynamic voltage scaling
(DVS) that is used to reduce the power consumption of the
supplied device [23]. Component-aware DVS [24] minimizes
the power consumption of the mote by setting the supply
voltage to the minimal possible supply voltage defined by the
currently active hardware components.

4) Storage Access Tier: This tier is used to access the
ESC. It controls the charging and discharging of the ESC.
This is very important, because some ESC types are very
sensitive to overvoltage, undervoltage, or too high currents
(e.g. Lilon batteries). Therefore, this tier is responsible for a
proper and safe access. The charge element uses an overcharge
protection to prevent a destruction of the ESC. This can be
done in three different ways. First, the charging process can
be interrupted by disconnecting the input lines. Second, only
the needed power is conducted to the ESC and the excess
power is converted into heat. Third, the whole input power
can be drained off by shorting it. The solution for a specific
EHS depends on the EHD and the ESC, because for example
not every EHD can bear a short. A good solution is the second
approach, because the ESC is kept at a nearly constant energy
level. Therefore, the lifetime of the ESC can be enhanced.

The discharge element is responsible for a controlled dis-
charging process. It prevents an undervoltage of the ESC and
too high discharge currents. However, some WSN nodes are
able to detect a low power level of the ESC and reduce their
duty cycle to save power. This dynamic energy management
is typically implemented in software. However, a undervoltage
protection implemented in hardware is necessary if the ESC
is sensitive to undervoltage, because of unexpected software
faults or long interruption time of the EHD. An example of an
unexpected long interruption time is the coverage of the solar
cell by leaves or waste. If the interruption time is too long,
the software cannot balance this drop of available energy.

The controller can adjust the charging and discharging
elements to adapt it to environmental changes. For example
it can adjust the maximum charging current dependent on the
temperature.

5) Energy Storage Tier: The innermost tier of an EHS is
the energy storage tier. It contains the ESC itself. An access
(charging or discharging) is only allowed through the elements
of the outer tier. A direct and uncontrolled access may damage
the ESC, because of overvoltage or undervoltage.

If the energy level of the ESC cannot be determined, the
EHS is blind in terms of its energy level. The measurement
of the input and output level cannot compensate this lack of
information. The input and output power can be integrated, but
small errors will accumulate and the calculated energy level
will drift away from the real one. Therefore, the detection
of the energy level of the ESC is essential for the correct

188

determination of the energy level of the EHS.

B. DLC, Lilon and LiPo Battery Requirements.

Every type of ESC has specific properties and leads to other
requirements on the energy flow. This section describes the
requirements of a Lilon or LiPo battery and a DLC. However,
there are many other types that are not discussed in detail,
because it would go beyond the scope of this paper. Only the
most important two types are described.

A DLC is only sensitive to overvoltage. Therefore, if it
is used as ESC, the charging element of the storage access
tier has to disrupt the charging process. One of the three
types mentioned in Section III-A4 can be used. Undervoltage
and typical charge and discharge currents (up to 1A) are
unproblematic. Therefore, the discharging element can be
omitted.

As already mentioned, Lilon and LiPo batteries are very
sensitive to undervoltage, overvoltage and too high currents.
Therefore, both types lead to detailed requirements on the
whole system if they are used as ESC. A consistent implemen-
tation of these requirements enhances significantly the lifetime.
The charge element of the storage access tier is very important
to prevent both from overvoltage. One of the three types
mentioned in Section III-A4 can be used. It is also important
to limit the maximum charge current to the maximum allowed
current. The discharge element has to avoid an undervoltage
of both battery types. Therefore, it has to switch off the WSN
node if the voltage is too low.

C. Selection of the Needed Tiers and Elements

The measurement tier is only needed if it is defined by
the application requirements. For EHS purpose it is not really
necessary. The measurement of the input and output power can
be used to forecast the available energy in the next hours or
days. However, to supply the WSN node continuously with
energy, the EHS cannot rely on forecasts. All harvestable
energy should be stored. Therefore, the input power switch
is not always needed. Also the output power switch is not
always necessary. Therefore, the measurement tier and the
power switches can be omitted in many cases.

It is possible to exploit the special properties of elements to
reduce the need of some elements. The simplest possible EHS
consists of only three elements: the EHD, a charge element,
and the ESC. In this case, the EHD must be selected very
carefully. The only task of the charge element is the prevention
of discharging the ESC by the ESD during intervals with no
harvestable power, for example in the case of solar cells during
the night. The ESC must be robust against undervoltage and
the peak input and output current. However, the disadvantage
of such a system is the lower efficiency compared to more
complex systems. The tradeoff between high efficiency and
low complexity has to be taken at the design phase of the
EHS.

D. Multiple Energy Storage Units

As mentioned before, the Prometheus module uses a DLC
and a LiPo battery. The DLC is used as primary ESC and
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Fig. 2. Tier model of a RiverMote’s EHS.

buffers the energy from the solar cell. The LiPo is used as
secondary ESC. If the energy level of the primary buffer is
high enough, the secondary buffer is charged. If it is too low,
the end device is supplied by the secondary buffer. Usually, the
WSN node is supplied by the primary buffer. The advantage
of this structure is that the LiPo is only used if the energy
level of the primary buffer is too low. Therefore, the number
of charge discharge cycles of the LiPo is kept low and the
lifetime can be enhanced. The power flow is controlled by a
software module of the mote.

It is also possible to integrate non rechargeable batteries as
secondary ESC. This can be done to guarantee a minimum
lifetime if no periodical environmental power is available.
A primary ESC is needed to store the energy for short
periods without harvestable energy. Only if these periods get
longer and longer and the primary ESC runs out of energy,
the secondary ESC is used. However, it cannot be loaded
anymore and it must be replaced manually. Therefore, it is
only a less-than-ideal solution. It is better to exhaust the
available environmental energy sources and to do without non
rechargeable batteries.

IV. PRACTICAL EXAMPLE AND EVALUATION

The second example shows the design and implementation
of RiverMote [25], a wireless sensor node designed to perform
in-river measurements of the current water level. An overview
of the EHS system is shown in Fig. 2. The EHS was designed
to use two DLCs connected in series as ESC and a solar cell as
EHD. The solar cell transforms the solar radiation in electrical
energy. The power of the solar cell is measured and conducted
to an overcharge protection and a charging circuit. Then, the
DLC system is directly charged. The output stage consists
only of a stabilizing element and a measurement element to
measure the output power.

The EHS is reduced to a minimum of the needed elements.
One requirement was the measurement of the input and output
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power. Therefore, the measurement tier is implemented. The
EHS harvests and stores energy until the maximum allowed
voltage of the DLCs is reached. There are no control lines
from the sensor node to any element. This means that the
EHS cannot be controlled by the node and it is a fixed EHS
as mentioned before.

A MPPT is not implemented in hardware. But a careful
selection of the solar cell and the DLCs ensures a maximum
power with minimum effort. The open circuit voltage of the
solar cell is slightly above the nominal voltage of the DLCs.
Measurements have shown that if the voltage of the DLC
system is between 63 % and 100 %, the harvestable power of
the solar cell is greater than 80% of the MPP. The relation
between the voltage and the stored energy of a DLC is:

W = % .C-U? 1)
Due to the fact that the voltage is squared, the energy efficiency
is even better. The measurements have shown that if the energy
level of the DLC system is between 42% and 100 %, the
harvestable power of the solar cell is greater than 80 % of
the MPP. Fig. 3 shows the trace of the solar efficiency vs. the
DLC system voltage and the solar efficiency vs. the energy
level of the DLC system.

Also the discharge element of the storage access tier is omit-
ted, because the DLCs are not sensitive to an undervoltage. If
the input power is smaller than the output power, the voltage
drops until the stabilizing element stops working.

It can be seen that the EHS of RiverMote is modeled with
the introduced tier model. Exhausting the implicit properties
of the elements, the complexity has been reduced and the
efficiency has been enhanced. This was only possible by the
knowledge of the interaction of the tiers and the adaption of
each element to the others.

V. CONCLUSION

We presented a model for EHS, based on nested tiers. The
key elements of an EHS are identified and assigned to the
tiers. Each tier fulfills a special functionality of the EHS.
Furthermore, typical requirements on an EHS are discussed
and the implementation of them using the tier model. Our
model allows a structured and clear approach of the design of
the EHS. It has been shown that the complexity of the EHS
can be reduced and the efficiency enhanced if the elements
of different tiers are adapted to each other. The EHS of the
RiverMote has an efficiency of greater than 80 % if the energy
level of the ESC is greater than 42 % referring to the MPP. The
model can also be used to develop EHS simulators and emula-
tors. Each tier or even each element can be implemented by a
single software module. This enhances the exchangeability of
the modules and different types of elements can be evaluated
easily. Altogether the model improves the understanding of
EHSs and their functionality.

(©2011 IEEE. Reprinted with permission.
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Abstract—Wireless sensor networks (WSNs) suffer from the
lack of wired infrastructure. Each node needs its own power sup-
ply, e.g. batteries or energy harvesting systems (EHSs). Typically,
EHSs can extend the lifetime of a sensor node or even enable
perpetual operation. Due to the high variation of harvestable
energy of the environment, the design of the EHSs has to be
done very carefully. The design process can be enhanced by using
simulation of the WSN including energy harvesting. However, a
realistic simulation needs accurate data of the harvestable energy
of the environment. This paper presents the concept of an on-
site characterization instrument for different types of energy
harvesting devices. These instruments can be connected like a
WSN.

Index Terms—Wireless sensor network, energy harvesting,
energy harvesting device, on-site characterization.

I. INTRODUCTION AND RELATED WORK

Wireless sensor networks (WSNs) are often used in appli-
cation areas without wired infrastructure. Examples are: preci-
sion agriculture [1], [2], wildlife monitoring [3], human health
care [4], and structural health monitoring [5]. Typically, each
sensor node is powered by batteries or energy harvesting sys-
tems (EHSs). Batteries have to be replaced or recharged after
a certain period of time depending on the energy consumption
of the node and the capacity of the batteries. This fact is well
known as the battery replacement problem [6]. EHSs convert
the energy of the environment into electrical energy to supply
the sensor node. This can enable perpetual operation. Table 1
shows typical energy harvesting technologies and their power
densities [7], [8]. It can be seen that the energy densities
are very low except for solar cells used outside. A part of
the harvested energy has to be stored in order to supply
the node during periods with insufficient harvestable energy.
Rechargeable batteries or double layer capacitors (DLCs) are
commonly used to store the energy. There are a lot of existing
energy harvesting enhanced WSNs. Examples are the EHS
module of the Heliomote project [7] using solar cells and
Nickel-Metal hydride (NiMH) rechargeable batteries and the
EHS module of the Prometheus project [9] using solar cells,
DLCs and Lithium-Polymer (LiPo) rechargeable batteries. The
latter benefits from the advantages of both energy storage
components: the high number of supported charge-discharge
cycles of the DLC and the high capacity of the LiPo battery.

978-1-4673-0907-3/12/$31.00 ©2012 IEEE

TABLE I
POWER DENSITIES OF DIFFERENT ENERGY HARVESTING
TECHNOLOGIES [7], [8].

Harvesting technology I Power density

Solar cells (outdoor at noon) 10-15 mW/cm?
Solar cells (indoor) [11] ~ 10 uW/cm?
Piezoelectric (shoe inserts) ~ 300 uW/cm?
Vibration (small microwave oven) | = 100 ;LW/C’md
Thermoelectric (10°C' gradient) =~ 40 uW/em?
Acoustic noise (100dB) ~ 1 uW/em?

However, these modules cannot be used to characterize energy
harvesting devices.

Some EHSs have an integrated maximum power point
tracker (MPPT). The MPPT operates the energy harvesting
device always at the maximum power point, therefore en-
suring efficient harvesting. A possible solution of an energy
harvesting enhanced WSN using an MPPT is shown in [10].
They used the open-circuit voltage of a second and smaller
solar cell to determine the maximum power point of the
first one. However, an MPPT increases the complexity of the
hardware. On the other side, EHSs without an MPPT have
lower efficiency. Their design must be done more careful to
ensure good efficiency. This means there is a tradeoff between
the efficiency of the EHS and its complexity. Therefore, it
depends on the application whether an MPPT should be used
or not.

Due to the fact that a WSN is often placed at hard-to-access
locations, a replacement or reconfiguration is cumbersome and
expensive. Maintenance should be avoided after installation.
Therefore, simulations are used to determine the behavior of
a WSN before the installation or even before the designing
and implementing of a sensor node. An accurate simulation
can enhance the design process of a WSN including software
and hardware and reduces the probability of faults during
operation.

We have introduced a simulation environment written in
SystemC-AMS in [12] which is used to simulate whole
WSNs including energy harvesting. The EHS is modeled in
a detailed way using the model we have introduced in [13].
It is composed of single components, e.g. resistors, diodes,
voltage converters. This guarantees realistic simulation results.

415
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Fig. 1. Characteristic of the ASI30005/162/192FAmod solar sell from Schott
Solar.

The only thing that is missing is a detailed model of the energy
harvesting device. Therefore, this work presents the concept
of an on-site characterization instrument for different energy
harvesting devices. In the first step we will consider solar cells
and thermogenerators.

Also, available energy that can be harvested varies with
location and time. For example solar cells are sometimes
shaded by a tree or something else. In [7] the characteristic of a
solar cell at two different points in time is shown. Therefore,
it is necessary to be able to determine the characteristic of
the energy harvesting device at different locations and over
time. It is obvious that a WSN is used for data gathering and
configuration. Each sensor node has the ability to determine
the characteristic of the used energy harvesting device at a
given time.

The rest of the paper is organized as follows: Section II
shows the characteristics of a solar cell and a thermogenerator
which are considered in this work. Section III introduces the
concept of the characterization instrument and Section IV
shows first results. Finally, Section V concludes the paper and
gives directions for future work.

II. ENERGY HARVESTING DEVICE EVALUATION

This section shows the characteristics of two different types
of energy harvesting devices. The first one is a solar cell
which has been already used to supply a WSN node for river
monitoring [14]. The second one is a thermogenerator which
is operated with very low temperature differences.

A. Solar Cell

The characteristic of the ASI30005/162/192FAmod solar
cell from Schott Solar is shown in Fig. 1. Its size is 162 mm
by 192mm. The characterization of the solar cell has been
done with bad lighting conditions at noon on a rainy and foggy
day. This is the reason for the rather low current. The short-
circuit current at direct sunlight conditions is about 355 mA.
The important insight of this characteristic is the non-linear
shape. Therefore, it is not sufficient to measure for example
only the open-circuit voltage of the solar cell. To find the
maximum power point, it is necessary to measure the current at
different voltages. A full characterization is also important for
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Fig. 2. Characteristic of the MPG-D751 thermogenerator from Micropelt.

simulations using an EHS without an MPPT. The reason is that
the solar cell is operated at any point of the characteristic. A
full characterization fosters highly accurate simulation results.

B. Thermogenerator

The characteristic of the MPG-D751 thermogenerator from
Micropelt is shown in Fig. 2. Fig. 2a illustrates the open-circuit
voltage versus the temperature difference of the two sides
of the thermogenerator. According to the datasheet [15], the
voltage-current characteristic is linear. Therefore, it is possible
to calculate the maximum power point of the thermogenerator
from the open-circuit voltage and the internal resistance as
shown in (1). The internal resistance has been measured to be

R; = 395Q.
3pencircuﬂ (1)

4-R;
The calculated maximum harvestable power versus the tem-
perature is shown in Fig. 2b. It can be seen that the power is
much lower than the maximum output power of the solar cell.
Also the open-circuit voltage is much lower compared to the
solar cell.

Pypp =

III. CONCEPT

This section introduces the concept of an instrument for
on-site characterization of energy harvesting devices. The first
part introduces the concept of the hardware and the second
part shows a typical application scenario and the associated
WSN structure.

A. Hardware Concept

As shown in Section II, the characteristics of different
energy harvesting devices vary. The proposed hardware should
be as simple as possible while assuring good accuracy of the
measurements. We decided to use the MSP430F1611 from
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Fig. 3. Structure of the instrument for characterization of energy harvesting

devices. The dashed part is only necessary if energy harvesting should be
supported.

Texas Instruments for measuring and processing. This micro-
controller has an integrated analog-to-digital converter which
is used to perform all measurements. To be able to characterize
different energy harvesting devices, different selectable shunt
resistors for current measurement and different selectable
voltage dividers are implemented. Therefore, it is possible to
adapt the measurement circuit on the energy harvesting device
which should be characterized. This has to be done prior to
the installation using a specific energy harvesting device.

Fig. 3 shows the hardware structure of the characterization
instrument. The measurement principle is described in the
following: The terminal voltage of the energy harvesting
device is measured by the microcontroller using a selectable
voltage divider. This is necessary for measuring voltages (up
to 10 V) higher than the supply voltage of the microcontroller
(3.3V). The ratio can be selected prior to the installation of
the instrument (manual switches). A shunt resistor is used to
measure the current flowing through the variable load. Due to
the fact that the voltage drop at the shunt resistor should be low
to ensure an accurate result, an amplifier is being used. To be
as flexible as possible, the value of the shunt resistor and the
gain of the amplifier can be selected prior to the installation.

The variable load is controlled by the microcontroller. It
enables a characterization of the energy harvesting device.
The voltage and the current can be measured at different
load resistances to get a full characterization trace similar to
the characteristics shown in Section II. The measured voltage
and current trace are stored representing a full characteriza-
tion. Such a characterization is repeated in a certain interval
depending on the variation of the environmental conditions.
The result is a set of different characteristics of an energy
harvesting device at different environmental conditions. The
environmental condition is measured by the environmental
sensors. This information is linked with the corresponding
characterization data.

Fig. 4. Typical application scenario for solar cell characterization. Six nodes
are placed at different locations with different lighting conditions.

The dashed structure represents the energy harvesting fea-
ture of the instrument. It is possible to use the energy
harvesting device to recharge the energy storage component
between two full characterizations. A power switch and an
energy harvesting circuitry are needed for that.

B. Application Scenario

A typical application scenario is shown in Fig. 4. A certain
number of characterization instruments are connected to a
WSN. All the characterization and environmental data is trans-
mitted to the base station. The advantage of such a scenario is
the possibility to correlate the measured data among different
placements. In the scenario, six characterization instruments
are connected to a WSN. Solar cells should be characterized
at different locations with different lighting conditions. Node 1
represents the base station. It is connected to a computer which
stores the measurement data of all nodes. Node 2 is placed
inside a building. Typically, the indoor lighting conditions are
very bad. Node 3 is placed in the shadow of a building. Often,
sensor nodes are placed at the north side of buildings (in the
northern hemisphere) to prevent measurement influences from
direct sunlight. Node 4 and 5 are placed at direct sunlight to
characterize the solar cell at maximum power output. Finally,
Node 6 is placed inside a forest. This scenario ensures a
characterization of a solar cell at various lighting conditions.

The introduced design of the instrument ensures a high
flexibility to characterize different types of energy harvesting
devices at different locations in space. A long-term operation
over a full year could provide a detailed characteristic of
an energy harvesting device at nearly all possible weather
conditions.

IV. FIRST RESULTS

A key element of the introduced characterization instrument
is the variable load. It is used to operate the energy harvesting
device at different operating points. This part has been simu-
lated using LTspice IV. The schematic is shown in Fig. 5. The
dynamic load is implemented using an operational amplifier
U, with a feedback loop. The desired voltage can be applied to
the Us¢; input. The current is varied till the terminal voltage of
the energy harvesting device meets the condition shown in (2).

Ry + Rs

U = Use .
Vi t R5

(@)
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Fig. 6. Simulation results of the dynamic load and the solar cell model.

The voltage drop of the shunt resistor R; is amplified by the
non-inverting operational amplifier U;. The amplified shunt
resistor voltage is calculated according to (3).

R3
shunt — 1" 1 = 3
Ushunt = Ur ( +R2> 3)

The simulation results are shown in Fig. 6. Fig. 6a illustrates
the time trace of the solar cell terminal voltage, the direct shunt
voltage, and the amplified shunt voltage. The increase of the
terminal voltage causes a decrease of the solar current. Fig. 6b
shows the extracted characteristic of the measured solar cell.
The simulation approved the measurement concept and the
ability to characterize a solar cell.

V. CONCLUSION AND FUTURE WORK

This work presented the concept of a characterization in-
strument prototype for different types of energy harvesting
devices. Multiple instruments can be connected to a WSN
enabling a spatially distributed time-correlated characteriza-
tion. The characterization data can be used to implement or
improve realistic simulation environments for energy harvest-
ing enhanced WSNs. The selectable components enable a

customization of the measurement circuits. Because of this
high flexibility, different energy harvesting device can be
characterized.

The simulation results have shown the basic mode of
operation of the dynamic load. Using this dynamic load, it
is possible to characterize a solar cell.

Future work will target the completion of the instrument
prototype and evaluation. It is intended for characterizing solar
cells and thermogenerators. Finally, the gathered characteriza-
tion information will be used in our simulation environment
to enable a detailed energy harvesting simulation in order to
improve the simulation results.
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Abstract—Energy efficiency is very important for wireless sen-
sor networks (WSNs), because the consumable energy is limited.
Each WSN node has its own power supply. The lifetime of the
WSN node depends basically on its average power consumption.
Therefore, an efficient supply of the WSN node can enhance
the lifetime of it. Typically, the various components of a WSN
node (microcontroller, transceiver, sensors) have different supply
voltage ranges. To save as much energy as possible, the supply
voltage of the node should be as low as possible. Therefore, a
voltage converter is needed to reduce the voltage of a battery.
The minimum allowed supply voltage depends on the components
that are active. The active components and consequently the
minimum allowed supply voltage vary over time. Component-
aware dynamic voltage scaling (CADVS) can be used to adapt
the supply voltage of the node. This work presents the possible
energy savings using four different voltage conversion techniques.
It has been shown that CADVS can be used to save up to
31.5% of the energy compared to a constant voltage supply
using the introduced scenario while achieving the same end-user
performance.

I. INTRODUCTION

Wireless sensor networks (WSNs) are very power critical
systems. They are used to measure physical quantities and
transmit the information of its environment through the net-
work in application areas with mobility or bad infrastructure.
A WSN typically consists of a lot of sensor nodes. Each
sensor node is an intelligent device which is responsible to
forward messages through the network and to prepare the
measured data for the transmission. These tasks are typically
fulfilled by a microcontroller. The missing wired infrastructure
causes the need of dedicated energy sources for each sensor
node. Conventional batteries are cheap and provide a reliable
supply for a certain period of time, because each battery has
a limited capacity. Therefore, the lifetime of battery pow-
ered sensor nodes is also limited. Energy harvesting systems
(EHSs) can be used to extend the lifetime of the sensor
nodes [1]-[3]. They utilize environmental energy sources.
Energy harvesting devices (EHDs) convert the energy of the
environmental sources into electrical energy. Typical EHDs are
solar cells and thermogenerators. The converted energy must
be stored, because energy from the environment is generally
unpredictable, discontinuous, and unstable [4]. The available
energy is often very low compared to the energy consumption
of the sensor node. These are the reasons of the strict power
constraints for WSNs.

Paper 1569383779
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The application areas of WSNs are manifold. Precision
agriculture [5], [6], wildlife monitoring [7], [8], human health
care [9] and structural health monitoring [10] are only a few
examples. Typically, a sensor node is adapted to its special
application area. Therefore, only the necessary sensors and
components are embedded into the sensor node and significant
energy can be saved. The needed sensors depend strongly on
the application area and are often predetermined. Each sensor
has its own power requirements and its own supply voltage
range. Therefore, the components (especially the microcon-
troller) have to be adapted to the sensors to ensure proper
functionality. In many cases, the supply voltage of the sensor
node is set to a fixed high value, because only one component
of the node needs this high voltage. The other components do
not need such a high supply voltage. Therefore, lot of energy
is wasted, because of a single component.

Another case of wasting energy is the direct connection of
the sensor node to the energy storage unit (ESU), e.g. battery.
The voltage of almost all ESUs depends on its energy level.
Typically, the voltage decreases with decreasing energy level
of the ESU. Each sensor node has a specific supply voltage
range wherein a proper functionality is guaranteed. Below the
lower limit the sensor node cuts out. Therefore, the voltage of
the fully charged ESU must be higher than this lower limit.
The emerging difference is wasted energy. This difference
depends on the lower limit of the supply range and the type
of the ESU.

Component-aware dynamic voltage scaling (CADVS) can
be used to close the gap between the different minimal supply
voltages of the different sensors and components. The rest
of the paper is organized as follows: Section II discusses
related work. Section III describes the principals of energy
efficient supply of WSN nodes and CADVS applied to the
nodes. Section IV shows the possible gains using DVS. Finally,
Section V concludes the paper and shows directions for future
work.

1I. RELATED WORK

As mentioned before, WSN nodes are often supplied by
conventional batteries. The problem is the limited lifetime.
It can be extended by reducing the power consumption of
the sensor node. However, this extension is limited by the
leakage currents of each battery. Figure 1 shows the expected

(©2011 VDE VERLAG GMBH. Reprinted with permission.
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Fig. 1. Lifetime of a battery-powered system versus average power consump-
tion using a simple battery model of a single AA cell (NiMH) with 2.6 Ah
and a leakage current of 30 A [11].

lifetime of a single AA cell (NiMH) with a capacity of
2.6 Ah depending on the current consumption of the sensor
node. A typical leakage current of such a cell is 30 pA [11].
Therefore, the batteries have to be replaced after a certain
period of time. This is called battery replacement problem
as mentioned in [12]. The replacement is sometimes very
difficult, because the WSN nodes are deployed at hard-to-
access locations. Hence, the replacement should be avoided
if possible.

An EHS can extend the lifetime of a WSN node by
utilizing environmental energy sources. A theoretical energy
harvesting model is introduced in [13]. The model deals with
the description of environmental energy sources and the energy
sink (consumer). It consists of a so called (p, o1, 02) - source
and a (o, o) - consumer. The (p, o1, 02) - source is used to
describe environmental energy sources. P(t) is the continuous
power output of the source at the time ¢. p is the average power
output of this source. o; and oy describe the changes of the
power output. The power consumption is also characterized
with the average power consumption p’ and the maximum
power consumption o. It is called (p’, o) - consumer. The
following theorem has been proven in [13]:

Sustainable Performance at Eternity (Variable Consumption
Profile): If a (p/, o) - consumer device is powered by a (p,
01, 02) - source model, has an energy storage capacity of
0+ 01+ 09, and p' < p, then the device can operate forever.

Two conclusions can be derived from this model. First,
the EHS needs a buffer (ESU) to bridge the discontinuous
power output of the environmental energy source. There are
different types of ESUs that can be used, e.g. rechargeable
batteries (nickel-cadmium NiCd, nickel-metal hydride NiMH,
lithium ion Lilon or lithium-ion polymer LiPo) or double layer
capacitors (DLCs). Second, if the average power consumption
of the WSN node is lower than the average harvested power
of the environmental energy source and the ESU is well
dimensioned, then a perpetual operation is possible. This
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TABLE 1
POWER DENSITIES OF DIFFERENT HARVESTING TECHNOLOGIES [2], [14].

Power density

Harvesting technology I

Solar cells (outdoor at noon) 10-15 mW/cm?
Solar cells (indoor) [15] ~ 10 #W/sz
Piezoelectric (shoe inserts) ~ 300 uW/cm?
Vibration (small microwave oven) | = 100 uW/cm?
Thermoelectric (10°C' gradient) =~ 40 pW/cm?
Acoustic noise (100dB) ~ 1 puW/em?

solves the battery replacement problem.

The amount of harvestable energy depends on the type of
the environmental energy source, on the power of the energy
source and on the efficiency of the EHD. Table I shows a
list of commonly used energy harvesting technologies and
their power densities [2], [14]. It can be seen that the power
density of the solar cell depends dramatically on the location.
If the EHS is deployed outdoor, solar cells have the best power
density. Therefore, the power consumption of the WSN node
must be lower or the size of the EHD must be increased.

Dynamic voltage scaling (DVS) is commonly used to adapt
the supply voltage of a processor depending on its clock
frequency. The clock frequency can be reduced if the workload
of the processor is low. In [16] the design issues for DVS are
explained. In [17] they describe various algorithms that can be
used for DVS. These algorithms reduce energy consumption by
changing processor speed and voltage at run-time depending
on the needs of the applications running [17]. In [18] DVS is
applied to low power microprocessors. They use a low power
StrongARM embedded Linux platform running a multimedia
application for evaluation. In [19] they describe the energy
savings using dynamic frequency and voltage scaling. The
reduction of the frequency causes linear energy savings. Addi-
tionally, the adaption of the supply voltage to the lower clock
frequency of the processor causes quadratic energy savings.
However, all the works only consider the power consumption
of the processor core itself. Other components are not included
in their calculations. In [20] they have implemented a dynamic
voltage and frequency scaling platform using an MSP430
ultra-low power microcontroller from Texas Instruments and
other components of the shelf (COTS). This approach is very
interesting, because they can vary the supply voltage of the
MSP430 microcontroller. However, they do not consider the
efficiency and the leakage currents of the voltage converter.
The following section describes CADVS applied on the whole
sensor node and the influence of the voltage converters.

ITII. ENERGY EFFICIENT SUPPLY OF WSN NODES

This section starts with the basics of the energy efficient
supply of WSN nodes. Then, the scenario that is used for the
calculations is explained in detail. Afterwards, two different
voltage converters and their theoretical savings are discussed.
Finally, CADVS and the possible energy savings are explained.

As mentioned in the introduction, an energy efficient supply
of a WSN node is very important and can extend the lifetime
of such a node. Each sensor node typically consists of a
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Fig. 2. Structure of a wireless sensor node (extended from [21]).

microcontroller and some sensors. To guarantee an efficient
supply of the WSN node a conversion circuit is needed.
Typically, this converter reduces the battery voltage to a
constant value. Figure 2 shows the structure of a wireless
sensor node. The converter is placed between the ESU (e.g. a
battery or a DLC) and the rest of the sensor node. Usually, the
whole sensor node is supplied by the same voltage. Multiple
supply voltages are possible, but dramatically increase the
complexity of the hardware, because each voltage level needs
its own converter and between each voltage level some level
shifter hardware is needed. Therefore, it is not useful to supply
a sensor node with different voltage levels simultaneously in
general.

Energy can be saved by switching off the components which
are not needed currently by the application. This means the
power supply of each component should be controllable by the
microcontroller. Then, the driver software of a component or
the application software itself can enable or disable the specific
components. Therefore, a program or a part of a program has a
list of the used hardware components L. The only component
which is supplied all the time is the microcontroller. Hence
it is always on the list L. The rest of the list depends on
the components that are currently needed by the application
(transceiver, sensors). Each of the components has its own
supply voltage range with a lower limit Viup min,component-
This limit is the lowest possible supply voltage (LPSV) of a
component. The list L and the LPSVs Viup min,component 0f
the components result in a list of the LPSVs L pgy. Due to
the fact that all hardware components of a sensor node are
supplied by the same voltage, the minimum allowed voltage
can be determined as shown in Equation 1.

‘/sup,min,,nodc = ma/x(LLPSV) (1)

The list of the needed hardware components L depends on
the application or even on the part of the application which
is currently executed by the microcontroller. Therefore, the
list changes over the time and consequently the list Ly pgy
and the minimum allowed supply voltage Viup min,node. TO
be as efficient as possible, the supply voltage of the node
should be equal to the minimum allowed supply voltage:
Voo = Vsup,min,node- This variation depends on the applica-
tion and on the embedded hardware components of the mote.
The following section describes the assumptions for further
considerations.
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TABLE II
HARDWARE COMPONENTS AND THEIR SUPPLY VOLTAGE RANGE.

[ Hardware Component [ Supply Range

‘ Vsup,min,component

Microcontroller 1.8Vt 3.6V 1.8V

Temperature Sensor 3.3V to 3.3V 3.3V

Transceiver 24V 10 3.6V 2.4V
A. Scenario

A typical energy saving method used in WSNs is duty
cycling (DC). The sensor nodes are only active for a short
period of time %,cive. During this time, the node collects
the information of its environment, preprocesses the data and
transmits these data. During the rest of the time Zg.ccp, the
sensor node is placed into a sleep state to save as much energy
as possible. Thus, one interval 7' consists of the active period
tactive and the sleep period seep-

An MSP430F1611 from Texas Instruments is used as mi-
crocontroller. This microcontroller has a supply voltage range
from 1.8V to 3.6V [22]. To be able to use the full supply
range the clock frequency of the microcontroller has to be
limited to 4 MHz. The active mode current I 47 is calculated
according to the datasheet. First, the current consumption at a
clock frequency of 1 MHz and the given supply voltage Voo is
calculated as shown in Equation 2. Therefore, the current con-
sumption at 1 MHz and 3 V' is used (Laar,1mm2,3v = 500 A).
Then, the current consumption at the given clock frequency f
can be calculated as shown in Equation 3).

Tanmanmz3v +
210 uA/V - (Vee — 3V) 2
Iane(Veo, f) = Iamamu-(Vec)- fMHz] (3)

The sleep mode current Igjeep (low power mode 3, only the
32kHz timer is active) is interpolated using the two values
given in the datasheet [22] (Equation 4).

2.6 uA — 1.3 uA
3V-22V

The WSN node should be used to measure the temperature
of the environment. Therefore, the precise temperature sensor
TMPO5B from Analog Devices is embedded. It has a typical
accuracy of 0.2 % if the supply voltage is in the range of
3.135V to 3.465V [23]. The full supply voltage range is
from 3.0V to 5.5 V. However, to guarantee the best accuracy,
the supply voltage of the temperature sensor should be 3.3 V.
Furthermore, the sensor node uses the MRF24J40MB 2.4 GHz
IEEE802.15.4 transceiver module from Microchip. It has a
supply voltage range from 2.4V to 3.6 V [24]. Table II sum-
marizes the embedded components and their supply voltage
ranges.

Furthermore, it is assumed that the sensor node is in a sleep
state (tsieep) during 85 % of the interval 7T'. Then the sensor
node wakes up and performs some measurements (¢,,cqs) dur-
ing 5 %. After that, the measured data is preprocessed (fcomp)
during 5% of the interval. Therefore, no other hardware
components are needed. Finally, the sensor node sends the

Ianeavem=(Vee) =

Isieep(Veo) = 1.3 pA- (Voo —2.2V)- )

(©2011 VDE VERLAG GMBH. Reprinted with permission.
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TABLE III
SUBINTERVALS AND THE NEEDED HARDWARE COMPONENTS.

Subinterval

[ Needed Components | Vsup min.node

Sleep Microcontroller 1.8V
Active, Measurement Microcontroller 3.3V
Temperature Sensor
Active, Computation Microcontroller 1.8V
Active, Communication Microcontroller 2.4V
Transceiver
| — i
T
‘ >t
D Sleep I Active (meas.) I:I Active (comp.) D Active (rxtx)

Fig. 3. Chronological sequence of an interval T".

results through the network (f.omm) during the last 5 % of the
interval. The DC can be calculated according to Equation 5.

tactive tneas + tcomp + teomm
DC = = 5
T T (&)
15
= =15 6
100 % ©

Table IIT shows the needed components of each part of the
interval and the resulting minimum supply voltage of the node
Viup,min,node. Figure 3 shows the chronological sequence of
the interval.

As shown in Fig. 2, a voltage converter is placed between
the ESU and the components of the sensor node. The minimum
supply voltage of the WSN node is 3.3V and the maximum
supply voltage is 3.6 V. This is a very small range and there
is no battery type that operates well in this range. It would
be possible to use a battery, which is not fully loaded but this
would impair dramatically the usable capacity of the battery.
Therefore, it is not possible to supply the node directly. The
voltage converter reduces the battery voltage to a constant
value. However, a little voltage drop Ug,op,min remains at the
converter. The relation is shown in Equation 7.

Ubatter‘y,min = Udrop,min + Usupﬂode (7)

Therefore, the minimum voltage of battery Upattery,min must
be higher than the supply voltage of the node Usup,node =
3.3 V. For further calculations a minimum voltage drop of
Udrop,min = 0.2V of the converter is assumed [25], [26].
Table IV shows five possible battery types to supply the WSN
node. All values are from [27]. The first column shows the
type of the battery and the second column shows the number
of needed cells which have to be connected in series to achieve
the minimum supply voltage of the node. The third column
lists the voltage values of the fully charged cell (or cells) and
the fourth column shows the average voltage during a full
discharge process. Finally, the last column shows the estimated
usable capacity of the battery concerning the supply voltage
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TABLE IV
POSSIBLE BATTERY TYPES FOR A SUPPLY OF THE WSN NODE [27].

Battery Needed Start Avg. Discharge Usable

Type Cells Voltage Voltage Capacity
Alkaline 3 4.5V ~ 3.6V ~ 65 %
NiMH 3 414V ~ 3.75V ~ 89 %
NiCd 3 4.44V ~ 3.78V ~92%
Lilon 1 4.1V ~ 3.76 V ~ 95 %
LiPo 1 4.1V ~ 3.8V ~ 95 %

of the node and the minimum voltage drop of the converter.
The minimum voltage of the battery is Upattery,min = 3.5 V.
The table shows that the Lilon and the LiPo rechargeable
batteries have the best usable capacity. The alkaline battery
is not rechargeable and is only given as reference. The low
usable capacity is caused by the faster drop of the cell voltage
compared to the other types.

B. Voltage Conversion Techniques

As mentioned before, energy can be saved if the voltage
of the battery is reduced using a voltage converter. Basically,
there are two different types of voltage converters which are
explained in the following two sections.

1) Linear Voltage Regulators: This type provides a constant
output voltage by adapting its internal resistance. So called
low-dropout (LDO) regulators are linear voltage regulators
which can operate with a low difference of the input and the
output voltage.

Figure 4a shows the dependency of the current (blue trace)
and the power consumption (red trace) of the microcontroller
on the supply voltage during active mode at 4 MHz. The values
are simulated using Equation 2. It is a linear dependency of
the current consumption on the supply voltage. When using
an LDO regulator, the difference between the battery voltage
VBa: and the supply voltage of the microcontroller Vo drops
at the regulator Vz,po (see Equation 8).

VBat = Vopo + Vee (8)

The current through the microcontroller is equal to the current
through the LDO (Equation 9).

Itpo = Ic 9

The power consumption of the microcontroller and the LDO
can be calculated as shown in Equation 10.

P(Voe) = ILpo-VBa (10)

Tani(Vee) - VBat

It can be seen that the power consumption depends linearly on
the supply voltage. The reason is that the input current of the
LDO regulator is the same as the output current and therefore
the current of the microcontroller.

Figure 4b shows the dependency of the current (blue trace)
and the power consumption (red trace) of the microcontroller
depending on the supply voltage during sleep mode (low
power mode 3, only the 32 kHz timer is active). Due to the fact
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Fig. 4. Current and power consumption during active mode (a) and sleep
mode (b) using a linear voltage regulator; (c) shows the theoretical power
savings in active and sleep mode reffering to a supply voltage of 3.6 V.

that the sleep current depends also linear on the supply voltage
the resulting power consumption has a linear dependency, too.

Finally, 4c shows the theoretical power savings using an
LDO regulator. No losses are assumed here.

2) Step Down Converter: A step down converter, also
called buck converter, provides a constant output voltage
by using internal switching elements. Typically a coil or
a capacitor is used in combination with the switches. The
output voltage can be controlled by varying the timing of the
switching elements (pulse-width modulation).

Figure 5a shows the dependency of the current (blue trace)
and the power consumption (red trace) of the microcontroller
depending on the supply voltage during active mode at 4 MHz.
The values are simulated using Equation 2. When using a
step down converter, the difference between the battery voltage
VBa: and the supply voltage of the microcontroller V¢ drops
at the converter Vg, (see Equation 11).

an

However, the average input current of the converter is unequal
to the output current and therefore, it is different form the
current through the microcontroller (Equation 12).

VBaL = VSLepDauvn + VCC

12)

The ideal step down converter has no losses and therefore, the
input power of it is equal to the output power. This means that

IBuck.in.puL 7£ IBuck.ouLpuL = I/LC
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Fig. 5. Current and power consumption during active mode (a) and sleep

mode (b) using a step down converter. (c) shows the theoretical power savings
in active and sleep mode reffering to a supply voltage of 3.6 V.

the input power depends only on the power consumption of
the microcontroller as shown in Equation 13.

Pin(Vec) = Pour(VCO)
Iam(Vee) - Voo

It can be seen that the power consumption depends quadrati-
cally on the supply voltage. The reason is that the input current
of the step down converter is lower than the output current.

Figure 5b shows the dependency of the current (blue trace)
and the power consumption (red trace) of the microcontroller
depending on the supply voltage during sleep mode (low
power mode 3, only the 32kHz timer is active). Due to the
fact that the sleep current has the same influence on the power
consumption, the power consumption depends quadratically on
the supply voltage, too.

Finally, 5S¢ shows the theoretical power savings using a step
down converter. No losses are assumed here.

13)

C. Component-Aware Dynamic Voltage Scaling

CADVS can be applied to reduce the power consumption of
the hardware. As shown in Table III the minimum allowed sup-
ply voltage varies over the time. It is assumed that only a few
messages are sent. Therefore, the energy of the transmissions
is neglected at the following calculations. This can be done,
because the main focus of this work is on the possible energy
savings using CADVS and not on a correct energy estimation
of an application running on the sensor node. Furthermore, it is

(©2011 VDE VERLAG GMBH. Reprinted with permission.
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| Micro-

Transceiver <> Temperatur
| controller Sensor
T A
SwWiteh - > Switch
set voltage
Variable Voltage
=50 > Converter

Fig. 6. Structure of the WSN node (extended from [21]). The power supply
of the temperature sensor and of the transceiver can be switched off by the
microcontroller. Furthermore, the variable voltage converter enables CADVS.

TABLE V

CURRENT CONSUMPTION OF THE COMPONENTS OF THE SENSOR NODE.

Component Sleep Active Active Active
Measure | Computation | Commun.

Voo 1.8V 3.3V 1.8V 2.4V
Microcontroller 650nA | 2.25mA 0.992mA 1.5mA
Transceiver 0 0 0 25 mA
Temp. Sensor 0 0.37mA 0 0
Power Switches | 170nA 402 nA 170 nA 259 nA

[ Sum [ 820nA [ 2.62mA | 0.99mA | 26.5mA |

TABLE VI

POWER CONSUMPTION OF THE COMPONENTS OF THE SENSOR NODE.

Component Sleep Active Active Active
Measure Computation | Commun.
Voo 1.8V 3.3V 1.8V 2.4V
Microcontroller 1170 nW 7.43 mW 1.786 mW 3.6 mW
Transceiver 0 0 0 60 mW
Temp. Sensor 0 1.221 mW 0 0
Power Switches 306 nW 1327 nW 306 nW 621 nW
[ Sum [ 1476nW | 865mA [ 1.79mW | 63.6mW ]

assumed that the transceiver and the temperature sensor can be
switched off completely. This is necessary, because they have
very high sleep currents (compared to the microcontroller).
Fig. 6 shows the resulting block diagram of the sensor node.
TPS22921 from Texas Instruments are assumed as power
switches [28].

Table V and Table VI shows an overview of the current
consumption and power consumption of the single components
during the different subintervals.

As mentioned before, two different techniques can be used
to convert the supply voltage of the WSN node. The following
figures and tables show the possible power savings using an
LDO regulator with fixed output voltage (3.3V), an LDO
regulator with variable output voltage (CADVS), a step down
converter with fixed output voltage (3.3 V) and a step down
converter with variable output voltage (CADVS).

The voltage of the battery is assumed to be Vpop = 3.77V.
This is the mean of the average discharge voltages of the
rechargeable batteries (see Table IV). The power savings are
calculated using the LDO regulator with fixed output voltage
as reference, because it is the simplest supply configuration.
Table VII shows the power consumption and the theoretical
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Fig. 7. Power consumption of the WSN node with four different supply

configurations and ideal conversion.

power savings of the different subintervals using the four
different supply configurations.

It is also important to consider the quiescent current of the
voltage converters. The LDO regulator TPS78001 from Texas
Instruments has a quiescent current of I, zpo = 500 nA [26].
The quiescent current of the step down converter TPS62120
also from Texas Instruments is Iy siepdown = 11pA [25].
Furthermore, the efficiency of the TPS62120 is about 90 %. To
adjust the output voltage a digital potentiometer is needed. The
quiescent current of the ISL22313 from Intersil is Iy dpot =
1 1A [29]. The results of this calculation are shown in Ta-
ble VIIIL

Fig. 7 shows the power trace of the WSN node using
the four different supply configurations. Three intervals are
plotted. The white trace shows the minimum possiple supply
power using ideal components without conversion losses and
leakage currents.

The comparison of Table VII and Table VIII is very inter-
esting. The best supply configuration of theoretical calculation
(Table VII) is the variable step down converter. It is also
the best supply configuration including the efficiency and
the quiescent currents of the voltage converter. However, the
energy savings of the variable step down converter drops
significantly. The reason is the energy wasting of the step
down converter during the sleep subinterval. Analyzing the
savings during each subinterval, it can be seen that the step
down converter has much higher power savings at higher
power consumptions and lower supply voltages. The average
power savings depends on the DC of the WSN node. This
is shown in Fig. 8. Therefore, the sleep duration is varied
and the durations of the active subintervals are kept constant.
The shorter the sleep duration, the higher is the DC. It can
be seen that at a higher DC the step down converter using
CADVS provides the best results. At a lower DC, the LDO
regulator using CADVS provides the best results. However,
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TABLE VII
POWER CONSUMPTION AND THEORETICAL POWER SAVINGS OF THE FOUR DIFFERENT SUPPLY CONFIGURATIONS.

Description

| Fixed LDO Reg. 3.3V [ Fixed Step Down Conv. 3.3V [ Variable LDO Reg. | Variable Step Down Conv. |

Sleep Power 13.32 iW T1.66 W 3.00 tW T8 uW
Measurement Power 9.89 mW 8.65 mW 9.89 mW 8.65 mW
Computation Power 8.49 mW 7.43 mW 3.74 mW 1.79 mW
Communication Power 102.74 mW 89.93 mW 99.89 mW 63.59 mW
[ Average Power [ 6.07mW | 5.31 mW | 5.68 mW [ 3.70mwW
Sleep Power Savings 0.0 % 12.5% 76.8 % 88.9 %
Measurement Power Savings 0.0% 12.5% 0.0% 12.5%
Computation Power Savings 0.0% 12.5% 56.0 % 79.0 %
Communication Power Savings 0.0 % 12.5% 2.8% 38.1%
Average Power Savings 0.0 % 12.5% 6.4 % 39.0%
TABLE VIII

POWER CONSUMPTION AND POWER SAVINGS OF THE FOUR DIFFERENT SUPPLY CONFIGURATIONS INCLUDING THE QUIESCENT CURRENT OF THE
VOLTAGE CONVERTER.

Description Fixed LDO Reg. 3.3V [ Fixed Step Down Conv. 3.3V | Variable LDO Reg. [ Variable Step Down Conv. ]
Quiescent Current Voltage Conv. 0.5 A 11.0 pA 1.5 uA 12.0 pA |
Quiescent Power Voltage Conv. 1.9 uW 41.5 uW 5.7 uW 45.2 uW |
Sleep Power 15.20 tW 54.42 pW B.75 1W 46.88 uW
Measurement Power 9.89 mW 9.66 mW 9.89 mW 9.66 mW
Computation Power 8.49 mW 8.30 mW 3.75 mW 2.03 mW
Communication Power 102.74 mW 99.97 mW 99.90 mW 70.70mW
[ Average Power | 6.07mW I 5.94mW | 5.68 mW | 4.16 mW
Sleep Power Savings 0.0 % —258.0 % 42.5 % —208.4 %
Measurement Power Savings 0.0% 2.3% —0.0% 2.3%
Computation Power Savings 0.0% 2.3% 55.9 % 76.1%
Communication Power Savings 0.0% 2.7 % 2.8% 31.2%
Average Power Savings 0.0 % 2.1% 6.3 % 31.5%
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Duty Cycle depending on the supply voltage during receiving.
Fig. 8. Power savings of the WSN node depending on the DC. Fig. 10 shows the active current consumption of the

there are applications with a dynamic DC. This means the DC
is adapted to the current circumstances. The best solution is to
combine an LDO regulator and a step down converter. Only
the voltage converter with the better power savings is active.

IV. EVALUATION

This section evaluates the results of the previous sections.
Unfortunately, no fully functional prototype was available to
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MSP430F1611 microprocessor. The active mode current is
similar to the current specified in the datasheet. It can be
seen that the difference of the lowest and the highest cur-
rent of the transceiver is smaller than the difference of the
microcontroller. Furthermore, the measurements have shown
that the assumption of the linear dependency of the current
consumption on the supply voltage is acceptable.

V. CONCLUSION AND FUTURE WORK

This work demonstrated different possibilities of the supply
of WSN nodes. It has shown different voltage conversion

(©2011 VDE VERLAG GMBH. Reprinted with permission.
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Fig. 10. Active mode current consumption of the MSP430F1611 depending
on the supply voltage.

techniques and their advantages and disadvantages concerning
the energy savings. A realistic scenario has been developed to
show how DVS can be used to save up to 31.5 % of the energy
compared to a constant voltage supply using the introduced
scenario while achieving the same end-user performance.
Furthermore, it demonstrated the energy savings dependent
on the DC of a WSN node considering the leakage currents
and the conversion efficiency of the four different voltage
conversion techniques. Finally, two measurements have shown
that the assumptions of a linear dependency of the current
consumption on the supply voltage are acceptable. Future
activities will target an implementation of a prototype to
evaluate the different voltage conversion techniques with real
components.
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Abstract—Energy efficiency is very important for mobile
devices and wireless sensor networks (WSNs), because the
consumable energy is limited. Therefore, the operating time
of such devices depends mainly on the capacity of the energy
storage component and on the average power consumption
of the device. The power consumption depends on the supply
voltage and on the activated components of the hardware. This
work presents the evaluation of component-aware dynamic
voltage scaling (CADVS). This low power technique combines
the power-down of unused components and the minimization
of the supply voltage. Typically, each component of the hard-
ware (microcontroller, transceiver, sensors) has its own supply
voltage range. Therefore, the minimum allowed supply voltage
depends on the activated components. However, the activated
components and consequently the minimum allowed supply
voltage varies over time. CADVS uses voltage converter to
adjusts the supply voltage of the hardware to save as much
energy as possible. This work presents the evaluation of six
different voltage converters. It has been shown that CADVS
can be used to save up to 38.7 % of the energy compared to
a constant voltage supply using the introduced scenario while
achieving the same end-user performance.

Keywords-component aware dynamic voltage scaling; dy-
namic voltage scaling; energy efficient supply; mobile devices;
perpetual operation; wireless sensor networks

I. INTRODUCTION AND RELATED WORK

Mobile devices and wireless sensor network (WSN) nodes
need to be as energy efficient as possible, because their avail-
able energy is limited. Mobile devices need their own power
source to supply the device everywhere. Typically, they
are powered by normal (Alkaline) or rechargeable batter-
ies (nickel-cadmium (NiCd), nickel-metal hydride (NiMH),
lithium-ion (Lilon) or lithium-ion polymer (LiPo)). The
operating time depends on the power consumption of the
device and on the capacity of the batteries. Due to the fact
that the devices are portable, the size of the batteries and
consequently the available energy is limited.

WSNs are used to measure physical quantities of the
environment in application areas with mobility or bad
infrastructure. A few examples of application areas are
precision agriculture [1], wildlife monitoring [2], human
health care [3] and structural health monitoring [4]. Due to
the lack of wired infrastructure, each sensor node needs its
own energy source. Typically, sensor nodes are powered by

978-1-4577-0351-5/11/$26.00 ©2011 IEEE

Table I
POWER DENSITIES OF DIFFERENT ENERGY HARVESTING
TECHNOLOGIES [7], [8].

Harvesting technology [ Power density

10-15mW/cm?
~ 10 uW/cm?
~ 300 uW/em?
~ 100 pW/cm
=~ 40 uW/em3
~ 1uW/cm

Solar cells (outdoor at noon)
Solar cells (indoor) [9]
Piezoelectric (shoe inserts)
Vibration (small microwave oven)
Thermoelectric (10°C' gradient)
Acoustic noise (100dB)

batteries or energy harvesting systems (EHSs) [5]-[7]. EHSs
use energy harvesting devices to convert environmental
energy into electrical energy. The type of the environmental
energy source and the efficiency of the energy harvesting
device have a high influence on the amount of harvestable
energy. Table I shows typical energy harvesting technologies
and their power densities [7], [8]. The size of a sensor
node is often limited. Consequently, the available power
consumption of the WSN node is also limited. Due to the
fact, that energy from the environment is generally unpre-
dictable, discontinuous, and unstable [10], an energy storage
component is needed to bridge periods with insufficient
harvestable energy.

Typical energy storage components are rechargeable bat-
teries and double layer capacitors (DLCs). Table II shows
the most common types and their characteristics. It can be
seen that the DLC has very low energy density compared to
the battery types, but the lifetime of the DLC is much higher.
The lifetime is measured in charge-discharge cycles. Here, it
indicates the number of charge-discharge cycles which are
necessary to reduce the usable capacity of the battery to
80 % of its nominal value. All the mentioned rechargeable
batteries have a lifetime of 500 to 1000 cycles. However,
the DLC has a lifetime of up to 500000 cycles.

Table II shows also the start and end voltage of a discharge
phase. The terminal voltage of an energy storage component
starts at a high voltage (start voltage) and drops down to the
end voltage during discharge. If the hardware is designed
properly, it is possible to supply the hardware directly.
This means the energy storage component is connected to
the mobile device or the WSN node directly. Then, the

(©2011 IEEE. Reprinted with permission.
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Table 1T
POSSIBLE BATTERY TYPES AND THEIR CHARACTERISTICS TO SUPPLY
MOBILE DEVICES AND WSN NODES [11].

Battery Start End Average Energy
Type Voltage | Voltage | Discharge Density
Voltage

Alkaline 1.5V 0.7V ~ 1.2V ~ 145 Wh/kg
NiMH 1.38V 0.8V ~ 1.25V ~ 75 Wh/kg
NiCd 1.48V 0.8V ~ 1.26 V =~ 35 Wh/kg
Lilon 4.1V 25V ~ 3.76 V | 100 — 158 Wh/kg
LiPo 4.1V 2.8V ~ 3.8V 136 — 190 Wh/kg
DLC [12] 2.7V 0.0V 1.35V 5 Wh/kg

supply voltage of the hardware is equal to the terminal
voltage of the energy storage component. Therefore, the
voltage of the fully charged energy storage component must
be higher than the minimum allowed supply voltage. The
emerging difference is wasted energy which is explained in
the following.

The heart of almost all electronic devices is a micropro-
cessor or microcontroller. Typically, it is a digital CMOS
(complementary metal oxide semiconductor) circuit. Such a
circuit has a static and a dynamic power consumption [13].
The static power consumption results from leakage and
bias currents. It can be neglected in systems with a power
consumption of more than 1 mW. The dynamic power con-
sumption of a CMOS circuit can be calculated as shown in
(1). It is assumed that the switching elements (the gates) of
the CMOS circuit have a common switching capacity C.

PDynamic =C- f : ngupply (1)

It can be seen that the clock frequency f of the circuit has
linear influence and the supply voltage Vispiy has quadratic
influence on the dynamic power consumption Ppynamiec-
Therefore, much energy can be saved if the supply voltage of
devices using CMOS circuits is as low as possible. Voltage
conversion circuits are used to convert the terminal voltage
of the energy storage components to the desired supply
voltage of the hardware. There are different types of such
voltage conversion circuits and two of them are explained
in Section III.

Another method to save a lot of energy is to switch
off the unused hardware components completely. We have
described this idea in [14]. The microcontroller of the
hardware controls the power supply of the components of a
mobile device or a WSN node, e.g. sensors, communication
module. They are only switched on if they are needed by
the microcontroller.

The combination of the controllable power switches of
each component and the minimization of the needed supply
voltage results in component-aware dynamic voltage scaling
(CADVS). Our previous work [15] describes the theory of
this low-power principle in detail.

The rest of the paper is organized as follows: Section II
presents the application scenario of a WSN node which is

Table IIT
HARDWARE COMPONENTS AND THEIR SUPPLY VOLTAGE RANGE.

[ Hardware Component | Supply Range | Viup,min,component

Microcontroller 1.8Vt 3.6V 1.8V
Temperature Sensor 3.3Vt 3.3V 3.3V
Transceiver 24Vt 3.6V 2.4V

58 \1Z

T
‘ >t
Sleep I Active (meas.) Active (comp.) |:| Active (rxtx)

Figure 1. Chronological sequence of an interval 7",

used for further discussion. Section III shows the principles
of energy efficient supply of mobile devices and WSN nodes.
Therefore, different battery types and different hardware
components are considered. Section IV explains CADVS
applied to mobile devices and WSN nodes. Section V
shows the measurement setup which is used to evaluate the
different voltage conversion circuits. Section VI presents and
discusses the measurement results of the different circuits
with and without CADVS. Finally, Section VII concludes
the paper and shows directions for future work.

II. APPLICATION SCENARIO

This section describes the application scenario and the
used hardware components. The goal is to design a low-
power WSN node which can be used to measure the tem-
perature of the environment.

The WSN node consists of three main components. The
first one is an MSP430F1611 microcontroller from Texas
Instruments. It has a supply voltage range from 1.8V to
3.6 V [16]. The microcontroller is operated at 4 MHz clock
frequency to be able to use the full supply range.

The second main component is the precise temperature
sensor TMPO5B from Analog Devices to measure the tem-
perature of the environment. To achieve an accuracy of
0.2 %, the supply voltage has to be in the range of 3.135V
to 3.465 V [17]. To get the best accuracy, the supply voltage
should be 3.3 V.

The third main component is the 2.4 GHz IEEE802.15.4
transceiver module MRF24J40MB from Microchip. Its sup-
ply voltage range is from 2.4V to 3.6 V [18]. Table III lists
the main components and their supply voltage ranges.

The chronological sequence of an interval is shown in
Figure 1. It is assumed that the sleep state ({scep) lasts
for 85 % of the interval 7. The measurement state (f,eqs),
the computation state (tcomp) and the communication state
(teomm) last for 5 % of the interval 1" each.
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Figure 2.  Structure of the WSN node (extended from [19]). The power

supply of the sensor and of the transceiver can be switched off by
the microcontroller. Furthermore, the variable voltage converter enables
CADVS.

ITI. ENERGY EFFICIENT DESIGN OF MOBILE DEVICES
AND WSN NODES

This section describes three low-power principles for an
energy efficient design of mobile devices or WSN nodes. It
also provides an overview of two common voltage conver-
sion techniques.

The first principle is duty cycling. The microcontroller
remains in a power saving sleep state during periods without
workload. Therefore, no special hardware is needed, because
the MSP430 family supports this feature. This method is
often used in low-power mobile devices and WSNs. One
interval 7' is split into an active phase t4ctive and a sleep
phase tgccp. The duty cycle can be calculated according
to (2).
tacLive.

T @

The calculation of the duty cycle of the scenario is shown
in (3).

DutyCycle =

to
DUtyCydeScenm‘io = % = 3)
_ tmeas + tcomp + Leomm —15%

T

The second principle is power supply switching. The
power supply of the unused components is switched off
completely. The hardware must support this feature. The
sensor node in Figure 2 uses two power switches controlled
by the microcontroller to enable or disable the power supply
of the transceiver and the sensor.

The third principle is the minimization of the supply volt-
age. The supply voltage is set to the minimum allowed value
depending on the currently active components. However,
the hardware must support this feature. The microcontroller
controls the output voltage of variable voltage converter as
shown in Figure 2.

Due to the fact that the terminal voltage of the Lilon and
the LiPo battery is higher than the maximum allowed supply

voltage of the node, a voltage converter is needed to reduce
the battery voltage. We discuss only converter circuits which
reduce the terminal voltage.

Basically, there are two different types of voltage convert-
ers which are explained in the following two sections.

A. Linear Voltage Regulators

Linear voltage regulators provide a constant output volt-
age by changing its internal resistance depending on the load
current. A low-dropout (LDO) regulator is a special type
which can operate with a low difference of the input and
the output voltage. The voltage drop at the regulator can
be calculated using the battery voltage Vp,+ and the supply
voltage of the microcontroller Voo (4).

‘/Tegula,tor = VBa,f, - VCC (4)

The average input current of the microcontroller is equal to
the average input current of the regulator (5). Quiescent and
leakage currents of the regulator are not considered here.

I’I'eyulatar = duC (5)
The power consumption can be calculated as shown in (6).

P(VCC) = lregulator - VBat = I[J.C(VCO) : VBat (6)
B. Step Down Converter

Step down converters, also called buck converters, provide
a constant output voltage by changing the timing of internal
switching elements. Typically, inductors or capacitors are
used in combination with these switches. The voltage drop
at the converter can be calculated using the battery voltage
VBat and the supply voltage of the microcontroller Voo (7).

VBuck = VBat — Voo @)

However, the average input current of the microcontroller is
not equal to the average input current of the regulator (8).

IBuck‘input 7£ IBuck‘output = 1uC (8)

The input power is equal to the output power (ideal step
down converter). Therefore, the input power depends only
on the power consumption of the microcontroller (9).

Pin(Vee) = Pour(VCC) = Lic(Vec) - Vee  9)

IV. COMPONENT AWARE DYNAMIC VOLTAGE SCALING

As mentioned in the introduction, the combination of the
controllable power switches of each hardware component
and the minimization of the needed supply voltage results
in CADVS. The application running on the hardware enables
only the needed hardware components. The information of
these active components is stored in a list L. The microcon-
troller is always on the list, because it is supplied all the
time in this example.

Each hardware component has its own supply volt-
age range with a lowest possible supply voltage (LPSV)

(©2011 IEEE. Reprinted with permission.

87/115



6 Contributed Publications

Table IV
SUBINTERVALS AND THE NEEDED HARDWARE COMPONENTS.
Phase Needed Comp. Min. allowed volt. | Voo
L list Lypgy
Sleep [Microcontroller] [1.8V] 1.8V
Measurement [Microcontroller, [1.8V, 3.3V] 3.3V
Temp. Sensor|
Computation [Microcontroller] [1.8V] 1.8V
Communication | [Microcontroller, [1.8V, 2.4 V] 2.4V
Transceiver]
+ Voltage WSN
DC <_> Ut Converter uz node
UR1 URZ
+— +—
R1 R2

Figure 3. Measurment setup to evaluate CADVS.

Visup,min,component. The combination of the list of the active
components and the their LPSV results in a list of LPSVs of
the active components Ly psy. The optimal supply voltage
can be determined as shwon in (10).

Vsup,min,node = maI(LLPSV) (10)

The active components change during program execution
and therefore, the lists L and Lppsy. Consequently, the
optimal supply voltage Viup,min,node changes also during
program execution. To save as much energy as possible the
supply voltage of the node should be set to this value (11).

VC’C = Vsup,min,node (1 1)

Table IV shows the list of the needed components L of
each phase, the list of the minimum allowed supply voltage
Lipsy and the resulting supply voltage of the node Ve
of the scenario.

V. MEASUREMENT SETUP AND VOLTAGE CONVERTERS

This sections shows the measurement setup and the five
different voltage converter circuits which are used to evalu-
ate CADVS. The measurement setup is similar to the setup
which we have used to measure EHSs in [20]. It is shown in
Figure 3. The NI PXI-6221 DAQ measurement device from
National Instruments is used to sample the voltage drop Ugr:
and Upgg at the shunt resistors R1 and R2 as well as the input
voltage U1 of the voltage converter and the input voltage U2
of the WSN node. The value of both shunt resistors is 4 €.
Therefore, the input power can be calculated as shown in
Equation 12.

URl UR2
Peonyinput = Ul - —— Prode,input = U2+ —= (12
Jinput Rl de,input R2 ( )

Figure 4. Prototype of the WSN node (left board) and the five different
converter circuits (right board).

The sleep current is too low to be measured with this setup.
Therefore, a precise multimeter (Fluke 289) with an direct
current resolution of 0.01 A and an accuracy of +0.075 %+
0.2 1A is used. An image of the implemented prototype is
provided in Figure 4.

A. Voltage Converter Circuits

The five different voltage converter circuits are shown in
Figure 5. The following list describes the different voltage
converter circuits.

LDOI1FIX: The first circuit (Figure 5(a)) is only im-
plemented to show a bad voltage converter. This converter
has a very high quiescent current of 5mA according to the
datasheet [21]. This current is higher than the supply current
of the MSP430 at full power mode.

LDO2FIX, LDO2VAR: The second circuit (Figure 5(b))
is used for two measurements. First, it is used to evaluate
the LDO regulator circuit with a constant output voltage
of 3.3V (LDO2FIX). Second it is used in a two-step
mode (LDO2VAR). This regulator supports the possibility
to change the output voltage between two fix values. The
selected version of the converter supports 2.2V and 3.3V
output voltage. Therefore, it can be used for CADVS in a
slightly limited way.

BUCKIFIX: The third circuit (Figure 5(c)) shows the
implementation of a step down converter with a constant
output voltage of 3.3 V.

LDO3VAR: The fourth circuit (Figure 5(d)) is one of
the two circuits which enables real CADVS. The output
voltage of the LDO regulator can be adjusted by changing
the resistance of the digital potentiometer AD5241 between
1.8V and 3.3 V.

BUCK2VAR: The fifth circuit (Figure 5(e)) is the second
circuit which enables real CADVS. The output voltage of
the step down converter can be adjusted by changing the
resistance of the digital potentiometer AD5241 between
1.8V and 3.3 V.
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Figure 5. Five different voltage converter circuits which are used to evaluate CADVS. (a) shows the converter circuit using the TLV1117-33 LDO regulator
with a constant output voltage of 3.3 V. (b) shows the converter circuit using the TPS78033022 LDO regulator. It is used with a constant output voltage
of 3.3V and with variable output voltage (2.2V and 3.3V). (c) shows the converter circuit using the TPS62120 step down converter with a constant
output voltage of 3.3 V. (d) shows the converter circuit using the TPS78001 LDO regulator with a variable output voltage (1.8 V to 3.6 V). (e) shows the
converter circuit using the TPS62120 step down converter with a variable output voltage (1.8 V to 3.6 V).

VI. RESULTS

This section presents the measurement results of this
work. First, the input current and the input power of the
WSN node is measured without a voltage converter.

A. Direct Supply

The WSN node is connected to the power supply without
using a voltage converter. The supply voltage is varied from
1.8V to 3.6V and the input current and power are plotted.
This is done for each phase of the interval.

Figure 6 shows the current and power consumption of the
WSN node depending on the supply voltage during the sleep
phase 6(a), the measurement phase 6(b), the computation
phase 6(c) and the communication phase 6(d).

It can be seen that the current consumption has a close-to-
dependency on the supply voltage during the measurement
and the computation phase. Due to the very low current
consumption during the sleep phase, other influences as
mentioned in the introduction cause the non- dependency.

B. Converter Output Voltages

The measurement shows the output voltages of the six
different converters depending on the input voltage. The
results are shown in Figure 7. It can be seen that the

LDOI1FIX converter has a very high drop voltage. The
terminal voltage of the battery must be higher than at the
other converters to get an output voltage of 3.3 V. A lot of
energy is wasted when using this converter. Therefore, it is
unsuitable to supply the WSN node and it is not considered
in further results.

The minimum supply voltage at the sleep phase and the
computation phase is 1.8 V. Figures 7(a) and 7(c) shows
that the LDO3VAR and the BUCK2VAR converter can set
this voltage. The LDO2VAR converter cannot set this low
voltage. It is only possible to set 2.2 V. The other converters
(LDO2FIX and BUCKIFIX) supply the node with a voltage
of 3.3V.

The minimum supply voltage during the measurement
phase must be 3.3 V. Therefore, all converter circuits try to
set this output voltage.

During the communication phase (Figure 7) the minimum
supply voltage is 2.4 V. LDO3VAR and the BUCK2VAR
converter can set this voltage. The lower voltage (2.2V)
of the LDO2VAR converter is too low for this phase.
Therefore, the output voltage has to be set to 3.3 V to ensure
proper functionality. The other converters (LDO2FIX and
BUCKIFIX) supply the node with a voltage of 3.3 V.

(©2011 IEEE. Reprinted with permission.
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Current and power consumption of the WSN node during the four different phases of the interval depending on the supply voltage of the WSN
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Output voltages of the six different converter circuits depending on the input voltage. (a) shows the output voltages during the sleep phase.
(b) shows the output voltages during the measurement phase. (c) shows the output voltages during the computation phase. (d) shows the output voltages
during the communication phase.

C. CADVS Results

following. Table V shows the quiescent power of the
voltage converter, the overall power consumption (input

power of the voltage converter) during the different phases,
the efficiency of the voltage converter during the different
phases and the power savings compared to the LDO2FIX
converter circuit. This converter circuit is used as reference,
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Table V
POWER CONSUMPTION, EFFICIENCY AND POWER SAVINGS OF THE FIVE DIFFERENT VOLTAGE CONVERTERS INCLUDING THE QUIESCENT POWER OF
THEM. THE AVERAGE VALUES REFER TO THE INTERVAL OF THE SCENARIO. THE INPUT VOLTAGE IS 3.9 V.

[ Voltage Converter [ LDO2FIX | BUCKIFIX | LDO2VAR | LDO3VAR [ BUCK2VAR |

[ Quiescent Power of Voltage Conv. [ 0.5 uW [ 73.2 uW [ 0.8 uW [ 45.7uW ] 93.9 uW |
Power during Sleep 10.73 pW 83.13 uW 5.38 uW 49.07 uW 97.38 uW
Power during Measurement 9.37 mW 8.25 mW 9.38 mW 9.78 mW 8.90 mW
Power during Computation 8.44 mW 7.42mW 4.65 mW 3.59mW 1.63 mW
Power during Communication 95.26 mW 99.45 mW 94.35 mW 81.24 mW 56.89 mW

[ Average Power [ 571mW ] 5.87mW [ 54TmW |  483mW ] 3.50mW |
Efficiency during Sleep 80.6 % 10.0 % 48.7 % 3.2% 1.7%
Efficiency during Measurement 84.9 % 93.2% 84.6 % 84.3 % 91.9 %
Efficiency during Computation 85.0 % 93.4% 56.7 % 45.3 % 103.3 %
Efficiency during Communication 87.9 % 94.9 % 88.6 % 63.8 % 91.6 %

[ Average Efficiency [ 87.4% [ 93.6 % [ 86.9 % [ 64.7 % [ 89.8% |
Power Savings during Sleep 0.0 % —674.7% 49.8 % —357.3% —807.5%
Power Savings during Measurement 0.0% 12.0% —0.1% —4.3% 5.0%

Power Savings during Computation 0.0 % 12.1% 44.9 % 57.5% 80.7 %
Power Savings during Communication 0.0 % —4.4% 1.0% 14.7 % 40.3 %
[ Average Power Savings [ 0.0% | —2.8% | 4.1% [ 15.3% [ 38.7% |

because it is one of the simplest and cheapest converter
circuits.

The results are very interesting. First of all, it can be
seen that the quiescent power of the LDO2FIX and the
LDO2VAR are much lower than that of the other convert-
ers. The high quiescent power of the BUCKIFIX and the
BUCK2VAR was expected. The high quiescent power of
the LDO3VAR was not expected. It is caused by the supply
current of the digital potentiometer and its circuit.

The power consumption during the sleep phase ranges
from 5.38 uW to 97.38 uW and this is a big difference.
The result is a power saving of —807.5% during the
sleep phase of the BUCK2VAR. The supply power of the
WSN node itself ranges from 2 uW at 1.8V to 8.5 uW at
3.3 V. Therefore, the overall power consumption depends
mainly on the quiescent power of the voltage converters
BUCKIFIX, LDO3VAR and BUCK2VAR. The two other
converters (LDO2FIX and LDO2VAR) have a very low
quiescent current. The crucial factor here is the supply
voltage of the WSN node. It is 3.3V at the LDO2FIX
converter and 2.2V at the LDO2VAR converter. This is the
reason for the halving of the overall power consumption.

The bad performance of the converter circuits with high
quiescent current can also be seen at the efficiency during
the sleep phase. During all other phases, the step down
converters have the best performance. The regulators cannot
achieve such a high efficiency, because they are converting
the excess power into heat. However, the 103.3 % is caused
by measurement errors. The measurement setup has an error
of about 2 % for each power measurement channel as derived
in [20].

The power savings of the different voltage converters and
the different phases vary very much. As already mentioned,
a high quiescent current causes a much higher overall power

consumption and consequently a wasting of energy during
the sleep phase. During the measurement phase, only the
step down converters are able to save power compared to the
LDO2FIX converter (reference converter). During the com-
putation phase, the LDO2VAR converter and the LDO3VAR
converter perform better than the BUCKIFIX converter,
because of the reduced supply voltage of the WSN node.
The BUCK2VAR converter performs best, because of the
reduced supply voltage and the high conversion efficiency.
During the communication phase, only the LDO3VAR con-
verter and the BUCK2VAR converter was able to reduce the
supply voltage of the WSN node. Therefore, only these two
were able to significantly save power. The bad performance
of the BUCKIFIX converter was not expected and can be
caused by measurement errors or bad performance of the
converter at higher currents. The average power savings
during the whole interval clearly show that the BUCK2VAR
performs best.

However, the overall power savings heavily depend on
the segmentation of the interval. The results are completely
different if the sleep phase is much longer than in the
scenario. This can be seen in Figure 8. All four plots are
based on the measurement results as discussed before. The
duration of the sleep phase is varied by keeping the durations
of the other phases.

The main result of these four plots is that the lower
the duty cycle the better is the LDO2VAR converter. As
discussed before, this converter has the lowest quiescent
current of the variable voltage converters. The drawback
of the only two voltage steps is not important at low duty
cycles. The input voltage has no significant influence on the
power savings of this converter.

On the other hand the higher the duty cycle is the better
performs the BUCK2VAR converter. It has the highest

(©2011 IEEE. Reprinted with permission.
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efficiency and a variable output voltage. Furthermore, the
power savings decrease with decreasing input voltage to over
50 % at 4.9 V.
All these results are also valid for all kinds of mobile
devices with low power techniques like duty cycling.
Finally, to achieve best performance on all duty cycles, a

the best converter circuit depends on the application running
on the mobile device or WSN node. Future activities will
target an improvement of the prototype and a combination
of two converters to achieve the best performance over all
duty cycles.
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Abstract—Wireless sensor networks (WSNs) are typically used
in application areas without wired infrastructure or mobility.
Therefore, each sensor node needs its own energy supply unit.
Sustainable WSNs are powered by energy harvesting systems
(EHSs). These systems harvest and buffer the energy from
the environment into rechargeable batteries or double layer
capacitors.

Due to the fact that the connectivity of the WSN depends on
every single sensor node, it is important to know the state-of-
charge (SoC) of the buffer to determine the remaining operating
time. Therefore, each node has to measure its SoC, calculate the
remaining operating time and populate this information through
the network. The measurement is usually done by an integrated
analog-to-digital converter (ADC) of the microcontroller. Each
ADC has a specified error that has to be taken into account at the
calculations of the remaining operating time. This work presents
the error analysis of the SoC measurement using different energy
storage components.

Keywords-wireless sensor networks; state-of-charge measure-
ment; state-of-charge simulation; error analysis

I. INTRODUCTION AND RELATED WORK

Wireless sensor networks (WSNss) are often used in applica-
tion areas without wired infrastructure or mobility. Precision
agriculture [1], [2], wildlife monitoring [3], [4], human health
care [5] and structural health monitoring [6] are only a few
examples. A WSN consists of a large number of sensor nodes,
also called motes. These motes collect information of their
environment and transmit the processed information through
the sensor network. Typically, the packets are transmitted in
a multi-hop manner, i.e. the packets are sent from one mote
to the next till the destination is reached. Therefore, the link
between two nodes depends also on the operability of other
motes.

The lack of wired infrastructure causes the need of dedicated
energy sources for each mote. Basically, there are two differ-
ent possibilities of energy storage components (ESCs). First,
conventional batteries can be used. These batteries are cheap
but cannot be recharged. Therefore, the operating time of the
mote is limited to the lifetime of the battery. Furthermore, the
leakage current of a battery makes it impossible to extend the
operating time in any order by reducing the power consump-
tion of the mote [7] as shown in Figure 1. Often, the motes are
applied at hard-to-access locations and the replacement is very
time-consuming and expensive which is also known as battery

978-1-61284-928-7/11/$26.00 ©2011 |IEEE
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Fig. 1. Lifetime of a battery-powered system versus average power consump-
tion using a simple battery model of a single AA cell (NiMH) with 2.6 Ah
and a leakage current of 30 uA [7].

replacement problem [8]. Therefore, these types of ESCs are
not considered in further discussion.

The second possibility is to use rechargeable ESCs and
so called energy harvesting systems (EHSs) [9]-[11]. They
convert the environmental energy into electrical energy and a
perpetual operation is possible. An ESC is needed to supply
the mote during periods with insufficient harvestable energy. A
commonly used environmental energy source is solar radiation.
The radiation is converted into electrical energy by solar cells.
A part of the harvested energy has to be stored to enable a
continuous operation during phases without light (e.g. night).

There are many different types of rechargeable ESCs, e.g.
nickel-metal hydride (NiMH) rechargeable batteries, lithium-
ion (Lilon) rechargeable batteries and double layer capacitors
(DLCs). The Heliomote module [10] is an EHS using NiMH
rechargeable batteries as ESC. It is also possible to combine
different ESC types as shown in [12]. The Prometheus module
uses a Lilon rechargeable battery as a long-term storage
and a DLC as short-term storage. Recent advances in DLC
technology enabled the use of DLCs without other ESCs to
store the energy. In previous work we have shown the perpetual
supply of mote using an EHS consisting of a solar cell and
two powerful DLCs [13], [14].

As mentioned before, the connectivity of a WSN depends
on the connectivity between the single motes and thus the
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Fig. 2. ESC voltage dependent on the state-of-charge of three different ESCs.

operational availability of them. Therefore, it is necessary to
know the current operational state of each mote. Especially,
the current state-of-charge (SoC) of the ESC is important to
estimate the remaining operating time. Furthermore, power-
aware routing [15] relieves single nodes with low SoC of
network traffic.

There are many different possibilities to determine the SoC
of an ESC as listed in [16]. Most accurate methods need the
measurement of the current or the charge running out of the
ESC. These are complex measurements and a lot of additional
components are required. However, a simple method is to
measure the open circuit voltage (OCV). Due to the fact that
the load currents of motes are very low (about 2 mA in active
mode without transmission), the OCV can be estimated by
measuring the supply voltage of the mote. Furthermore, most
microcontrollers have integrated analog-to-digital converters
(ADCs), which can be used to measure the voltage. It is a
cheap and simple solution.

This work presents an error analysis of the SoC determi-
nation using off-the-shelf components. The rest of the paper
is organized as follows: Section II describes the simulation
setup. Section IIT shows the results of the error analysis and
the impact on WSNs. Section IV briefly evaluates the battery
model. Finally, Section V concludes the paper and shows
directions for future work.

II. CONCEPT AND MODEL

This work is based on simulation results of different
ESCs. Therefore, the analysis is as flexible as possible and
parameters can be changed easily. The simulation uses the
SimPowerSystems toolbox of Matlab/Simulink. A ready-to-
use battery model of this toolbox is employed to simulate
a Lilon rechargeable battery and two NiMH rechargeable
batteries connected in series. The DLC uses a simple capacitor
model. The rated capacity of both batteries is set to 1000 mAh,
which is typical value. The capacitor of the DLC is set to 310F
and the initial voltage to 2.5 V. The dependency of the voltage
on the SoC of different ESCs is shown in Figure 2. All three
elements are discharged by a constant current load of only
1mA.
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Fig. 3. Gradient of the ESC voltage dependent on the state-of-charge of

three different ESCs.

As mentioned before, the ADC of a microcontroller is used
to measure the voltage of the ESC. Such an ADC has a
specific resolution and accuracy. As reference component the
MSP430F1611 microcontroller has been chosen. It is an ultra-
low power 16-bit RISC microcontroller, which is often used in
motes (e.g. TelosB [17]). It has an integrated 12-bit ADC with
a maximum unadjusted error of £5 LSB. Furthermore, it is
assumed that the microcontroller is supplied through a buck-
boost voltage converter to ensure a constant supply voltage
of Viup = 3.3V with high precision. An example of such
a converter is the TPS63031 from Texas Instruments with
a precision of £33 mV [18]. The supply voltage is used as
reference voltage by the ADC of the microcontroller.

The terminal voltage of the Lilon battery cannot be mea-
sured directly, because it is higher than the supply voltage.
Therefore, an ideal voltage divider is assumed. This makes the
results comparable to each other. The corresponding voltage
of one LSB can be calculated according to (1).

V:sup
212
The accuracy of the supply voltage is assumed to be AV, =

+33mV. Equation (2) shows the calculation of the total
accuracy of the voltage measurement.

‘/re ference

VLSB = 9resolution =

= 0.806 mV (1

AVepy = AViyp +5- Visp = 37.03mV )

The simulated terminal voltage of the ESCs and the calculated
measurement error is used to determine the error of the SoC
measurement which is shown in the next section.

III. ERROR ANALYSIS OF SOC MEASUREMENT

As shown in Figure 2, the start and the end of the trace of
both batteries are steeper than the middle part of the trace. The
DLC has a linear drop of the voltage, because of the constant
current load. This fact has direct influence on the error of the
SoC measurement.

Figure 3 shows the gradient of the terminal voltage of the
ESC (VEsc) during the discharge process. The gradient can
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Fig. 4. Errors of the ESC voltage measurement dependent on the state-of-
charge of three different ESCs. The blue lines represent the error upwards
and the red lines represent the error downwards.

be calculated according to (3). It can be used to determine the
error of the SoC measurement.

OVesc(SoC AVgsc(SoC
grad(Vesc) = Eggc(;C )N Tgﬁc ) 3)

However, the gradient is only an upper bound. The curvature
of the terminal voltage causes a containment of the error.
Furthermore, the error upwards (real value plus measurement
error) is different to the error downwards (real value minus
measurement error). The calculation of these errors is shown
in (4) and (5).

S0Cerrup(i) = SoC(Vesc(i)+ AVerr)
SoC(Vesc(i)) 4)
S0Cerrdown(i) = SoC(Vesc(i) — AVey) —
SoC(Vesc(i)) o)

The calculated errors are shown in Figure 4. It can be seen
that the error upwards of batteries” SoC measurements has a
maximum at a high SoC and decreases with decreasing SoC.
Therefore, the measurement becomes more accurate at a lower
SoC.

The error upwards is important to estimate the remaining
operating time. The worst case is if the measured voltage is
higher than the true voltage, because then the calculation of
the remaining operating time will result in a too high value.
To be able to compare the results of the three different ESCs
the remaining operating time is normalized. The results are
shown in Figure 5.

It can be seen that the error of the SoC measurement at the
DLC is very low compared to the other ESCs. The reason is
the constant gradient of the terminal voltage. Therefore, the
determination of the SoC using only a voltage measurement
is sufficient. The determination of the batteries’ SoC could
be enhanced by further measurements, e.g. current and charge
measurement. However, this would increase the complexity
of the mote and also the power consumption. A very simple
energy measurement solution is presented in [19]. They use
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Fig. 5. Upper and lower limit of the remaining operating time dependent on
the real SoC of three different ESCs.

the switching frequency of the voltage regulator to gain
an accuracy of +20%. However, the final implementation
depends on the application area of the mote.

A. Impact on the Network

The network has to deal with measurement errors of the
current SoC. All applications, services and protocols that use
the current SoC should consider it. For example a power-aware
routing algorithm should not have a hard decision boarder to
determine the route with the highest remaining operating time.
It should rank the possible routes and choose not only the best
route but also other routes according to their SoCs. Also a
power-aware load balancing algorithm should spread the load
to a group of motes with the highest SoC and not only using
the mote with the highest SoC.

Furthermore, the knowledge of the measurement error de-
pending on the current SoC should be stored at each mote.
It is possible that heterogeneous networks consist of different
motes using different ESCs. Therefore, it is easier to determine
the error of the SoC measurement or of the estimation of
the remaining operating time locally and transmit it over the
network. In addition, it is possible that each mote is able to
adapt the error according to local conditions (e.g. temperature,
age of battery).

The results can also be considered in WSN simulation envi-
ronments which supports hardware simulation. A measurement
error can be introduced to investigate different errors on the
network behavior. In [20] we have introduced a simulation
environment written in SystemC-AMS which supports a sim-
ulation of hardware and software of energy harvesting WSNs.

IV. MODEL EVALUATION AND RESULTS

A 2600mAh Lilon rechargeable battery cell is used to
evaluate the battery model. Figure 6 shows the measured
terminal voltage and the simulated voltages using the standard
Lilon model and an adapted model. The adapted model is fit to
the real Lilon battery. It can be seen that the standard model is
insufficient to describe this battery. The adapted Lilon model
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uses modified parameters. The resulting maximum error is
lower than 4 % and even lower than 1 % if the SoC is greater
than 18 %. The battery is connected to a TPS63031 buck-
boost converter supplying a mote with a constant input current
of 31.9mA. Therefore, the input current of the converter
increases with a decreasing battery terminal voltage. This input
current has been measured and it is applied to the simulation
to be able to compare the results.

Furthermore, the measurement shows the need for adapting
a standard battery model to a specific battery type. This
enhances the accuracy of a simulation using such battery
models.

V. CONCLUSION AND FUTURE WORK

This work discussed the measurement error of the SoC of
three different ESCs and the impact on the determination of
the remaining operating time. It has been shown that the type
of the ESC and the current SoC have a high influence on
the measurement error. These results could be considered in
applications, services and protocols.

Finally, a measurement has shown that the simulation error
of the terminal voltage of a Lilon battery is lower than 4 % if
the model uses modified parameters.

Future work will target the integration of this error analysis
in WSN simulation environments. Furthermore, the charging
process of the ESCs and the transitions between charging and
discharging will be analyzed in detail.
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Abstract—Wireless sensor networks (WSNs) are power critical
systems, because they are used in application areas without wired
infrastructure. Each sensor node needs a dedicated power supply.
Today’s protocols and applications for WSNs are often power-
aware. However, the state-of-charge (SoC) estimation of the
energy storage component (e.g. rechargeable battery) influences
the decisions of the power-aware software. A measurement error
may cause wrong decisions which would reduce the lifetime
of the network. This work presents the simulation results of
the impact of an SoC measurement error on the network
lifetime running a simple and an enhanced power-aware WSN
application. A simulation environment written in SystemC-AMS
is used, which enables the combined simulation of the sensor
node’s application software and its hardware. The simulation
shows a reduction of the network lifetime of 3.13% caused by
an erroneous measurement. However, the enhanced software is
able to increase the network lifetime by 1.66%.

I. INTRODUCTION

Typically, wireless sensor networks (WSNs) are power
critical systems, because they are used in application areas
with mobility or no wired infrastructure. Examples are: pre-
cision agriculture [1], wildlife monitoring [2], human health
care [3], and structural health monitoring [4]. The sensor nodes
measure physical quantities and transmit the information about
their environment through the wireless network in a multi-hop
manner. Therefore, the connectivity of the network depends on
the operability of single sensor nodes.

Each sensor node needs a dedicated energy source because
of the lack of wired infrastructure. Basically, two different
types of energy storage components (ESCs) exist. First, pri-
mary cells are cheap but cannot be recharged. Therefore, the
operating time of the sensor node depends on the lifetime of
the batteries. Due to the leakage current of each battery, the
operating time cannot be extended in any order by reducing
the average power consumption of the node [5]. Furthermore,
the replacement of the batteries is very time-consuming and
expensive, especially if the nodes are installed at hard-to-
access locations. This is also known as battery replacement
problem [6]. Therefore, these types of ESCs are not considered
in further discussion.

Second, rechargeable ESCs and so called energy harvesting
systems (EHSs) [7], [8] can be used. EHSs convert environ-
mental energy into electrical energy and perpetual operation
is possible. An ESC supplies the sensor node during periods
with insufficient harvestable energy. There are many different

978-1-4673-0437-5/12/$31.00 ©2012 IEEE
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types of rechargeable ESCs which can be used for that,
e.g. Lithium-Ion (Lilon) rechargeable batteries, Nickel-Metal-
Hydride (NiMH) rechargeable batteries, and double layer
capacitors (DLCs).

As mentioned before, the connectivity of a WSN depends
on the operability of single nodes along the route of the
connection. To be aware of the future connectivity of the
network, it is necessary to know the current operational state
of each node. A key factor for estimating the remaining
operating time is the state-of-charge (SoC) of the ESC. The
information of the node’s SoC is also used by power-aware
routing algorithms [9] to relieve single nodes with low SoC
of network traffic.

However, measurement errors can seriously influence SoC
estimation. Furthermore, wrong SoC estimation impacts
power-aware networking. Single sensor nodes with a wrong
estimation of their SoC can run out of energy earlier than
others. This reduces the lifetime of the WSN. For evaluating
this impact, we use a modified version of the simulation
environment we have introduced in [10]. The simulation
environment simulates both software and hardware.

This work presents the simulation results of the impact
of the SoC measurement error on a power-aware WSN
application. Additionally, we show a modified power-aware
application including a possible solution of the problem which
extends the lifetime of the WSN.

The rest of the paper is organized as follows: Section II
shows related work and Section III describes the simulation
environment. Section IV introduces the evaluated network and
the implemented power-aware routing algorithm and Section V
shows the simulation results. Finally, Section VI concludes the
paper and gives directions for future work.

II. RELATED WORK

The SoC can be estimated in many different ways, as listed
in [11]. Most accurate methods are using the information
of the current or the charge running out of the ESC. These
methods are difficult and complex hardware is required. One
of the simplest method is to determine the open circuit voltage
(OCV) of the ESC. The OCV can be estimated by measuring
the terminal voltage of the ESC. This method is considered in
further discussion and it is used for the SoC estimation.

(©2012 IEEE. Reprinted with permission.

99/115



6 Contributed Publications

£}
S

Lilon up
= = =NiMH up
o+ DLCup
Lilon down
= = = NiMH down
- DLC down |}

n
=)
T

=)
T

SoC Error [%]
o

SoC [%]

Fig. 1. Errors of the ESC voltage measurement dependent on the state-
of-charge of three different ESCs. A measurement error of +37.03mV is
assumed.

The error of the SoC estimation depends not only on the
measurement error, but also on the current SoC and the type
of the ESC. We have analyzed these dependencies in [12].
Fig. 1 shows the error of the SoC estimation of three different
ESC types. The error upwards is important, because a too high
estimated SoC may result in a higher work load of this sensor
node and the battery runs out of energy earlier.

The simulation environment is written in SystemC-AMS
which is used to simulate the whole WSN system including
hardware and software.

The SystemC language can be used to model and simulate
complex systems including hardware and software compo-
nents. SystemC has already been used to simulate WSN
systems [13]-[16]. The focus of these works is mainly on com-
munication or power consumption of normal nodes (without
EHS). The simulation of analog-mixed-signal (AMS) systems
is not considered. SystemC-AMS is able to model such
systems. A complex system can be composed out of single
hardware components (e.g. resistor, capacitor) and higher level
models. SystemC-AMS has also been used to model WSNs.
However, the focus is mainly on the transceiver circuits and
communication [17]-[19] and not on the power supply of
nodes. The work presented in [20] describes a framework
for testing different power-management approaches in WSNs
implemented in SystemC. Energy harvesting technologies are
also envisioned to be included into the simulation framework.
However, the authors haven’t presented any results and the
power supply system is not modeled using the AMS extension
of SystemC.

III. SIMULATION ENVIRONMENT

The simulation environment consists of two main parts.
The first part is the environment model. It is responsible
for the communication between the sensor nodes and for the
location specific information (e.g. temperature). The second
part is the sensor node model which itself is also divided into
two parts describing the behavior and the power consumption
of the sensor node. The sensor node model is a modified
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version of the sensor node we introduced and implemented
in [21]. Each instance of the sensor node model is connected
to the environment model. Fig. 2 shows the structure of the
simulation environment.

A. Environment Model

The environment module connects the sensor nodes with
each other and supplies them with location specific informa-
tion. Therefore, the location of the sensor nodes is also stored
in this module. The information of the local temperature is
provided to the sensor nodes.

The communication between the sensor nodes is simulated
by the connectivity and channel model. In this work, the
communication is modeled at a high level (similar to unslot-
ted IEEE 802.15.4 above MAC layer). The channel model
provides a carrier sense signal to each sensor node. During
a transmission, this signal is activated for all nodes in range
of the transmission. The collision signal indicates a collision
during the transmission of a packet. The transmitting signal
models the temporal behavior of the sending of a packet.
This means that the signal is activated when the transmission
starts and it is deactivated at the end of the transmission. The
channel model provides this signal as receiving signal to all
sensor nodes in range of the sending node. The packet data is
provided by by means of data signals.

B. Sensor Node Behavior Model

This model describes the behavior of the sensor node. The
behavior is defined by the application software and the ac-
cessed hardware modules of the sensor node. These hardware
modules (e.g. temperature sensor, transceiver) are modeled at
a high level. This means that the module is described by a
functional model. The hardware behind these modules is not
described (except the current consumption). This enables a fast
and quantitative simulation.

The software is simulated in the processing module. This
is done in an event-driven way similar to TinyOS [22]. This
means the application software of the sensor node provides
predefined interfaces and uses itself interfaces from the pro-
cessing module.

The other modules are behavioral descriptions of the re-
spective hardware modules. The transceiver module simulates
the transmission of the messages. The temperature sensor
module simulates the measurement of the ambient temperature
including possible measurement errors. The voltage measure-
ment module simulates the determination of the battery’s
terminal voltage including possible measurement errors. The
timer module can be used to get periodic events. Finally, the
operation monitor module starts up the microcontroller and
initializes the application software if the supply voltage is high
enough and stops the execution if the supply voltage is too low.

C. Power Supply Model

The power supply model consists of the energy storage
component model, the voltage converter model, and the load
model. The energy storage component consists of a model
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SystemC-AMS structure of the simulation environment including the environmental model and one wireless sensor node in detail. The non-shaded

modules indicate conventional SystemC modules and the shaded modules indicate SystemC-AMS modules. The square connectors show SystemC ports and

the round connectors show electrical terminals.

TABLE 1
MOST IMPORTANT POWER STATES OF A SENSOR NODE.

Power state

Supply current | Duration |

Sleep (RX enabled) 28.34 mA —

Message reception 30.51 mA 2.8 ms
Temperature measurement | 30.54 mA 510 ms
Message transmission 158.8 mA 4.4ms

of a Lilon rechargeable battery. The authors in [23] pre-
sented a generic battery model which we have implemented
in SystemC-AMS. We have modified the parameters of the
evaluated Lilon battery to reduce the capacity to 0.01 Ah. As
the shape of the discharge characteristic does not change, the
simulation time is reduced without changing the insight.

The voltage converter is described by a model of a linear
dropout regulator with a constant output voltage of 3.3V.
However, a detailed description of the EHS model would go
beyond the scope of this paper. The load model is imple-
mented using a variable resistor. The resistor changes its value
depending on the power states provided by the processing
module. The current consumption during each power state
has been measured using the implemented sensor node as
already mentioned using the measurement setup described
in [24]. Different supply voltages have been considered to get
a realistic model of the node.

The most important power states and their average current
consumption and duration are shown in Table 1.

IV. POWER-AWARE ALGORITHMS AND NETWORK
STRUCTURE

The power-aware algorithm, the enhanced power-aware
algorithm, the determination of the SoC, and the network
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structure including the region of interest are explained in the
following subsections.

A. Power-Aware Algorithm

The power-aware algorithm is used to select the next sensor
node to measure the temperature in the region of interest
and to select the next hop of the packet’s route. We assume
that the temperature measurement of one node is sufficient in
one interval for the whole region of interest. The temperature
reading command is generated by the base station. It is sent
to the node with highest SoC or to a node without any
local SoC information. The message is routed to the next
hop node. The next hop node is the neighboring node with
the minimal hop count to the destination and the maximum
SoC. The message is forwarded to the next hop node until
the destination is reached. The destination node performs the
temperature measurement and determines its SoC. Then, the
measured temperature and the SoC are transmitted back to
the base station. The next hop node is selected according to
the already mentioned rules. When the message reaches the
base station, the temperature is stored. Every time a sensor
node receives a message, the SoC of the source node is stored
locally. This is also done even if the receiving sensor node is
not the destination.

B. Enhanced Power-Aware Algorithm

The enhanced algorithm is similar to the original one. The
difference is at the selection of the next node and the next
hop node. In the original algorithm, the node with the highest
SoC is selected. Here, the two nodes with the highest SoC are
preselected. Then, one of the two nodes is selected randomly.
This causes a better distribution of the workload.

(©2012 IEEE. Reprinted with permission.

101/115



6 Contributed Publications

|
3
.

Region of Interest (&

3
e
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C. SoC Determination

The SoC of the sensor node’s ESC is determined with the
measured terminal voltage of the ESC. This dependency is
stored locally as a lookup table. It would be possible to use an
analytic function including an exponential function. However,
a sensor node is a resource-constrained device and an analytic
function is typically more time and space consuming (de-
pending on the implementation) compared to a lookup table.
Another advantage of the lookup table is that it is possible
to adapt it easily on the measured discharge trace of a real
rechargeable battery. The SoC is calculated interpolating the
nearest two points of the lookup table. We assume that the ESC
of each sensor node has the same maximum charge voltage.
Therefore, no adjustment of the lookup table is necessary.
In practice, the maximum charge voltage may vary and an
adjustment of the lookup table would increase its accuracy.
However, this is omitted here, because it would not enhance
the insight into the simulation.

D. Network Structure

The simulated network consists of five sensor nodes and one
base station. The five sensor nodes are placed in the region
of interest. The structure of the network is shown in Fig. 3.
Node 1 represents the base station. The critical node is node
4. All traffic from the base station to nodes 5 and 6 has to
be forwarded from node 4. Node 4 is also the node which
is considered to have a measurement error in the respective
simulation. Furthermore, the error occurs after a certain period
of time. At the beginning of the simulation it is not present.
Therefore, no adjustment to the maximum charge voltage is
possible. Despite the simple structure, the SoC measurement
error’s impact can be observed.

V. SIMULATION RESULTS

This section shows the simulation results of the WSN.
The temporal resolution of the analog circuit simulation is
100 ps. Fig. 4 shows the results of the network simulation
using the normal routing protocol. All sensor nodes estimate
the SoC correctly. The statistics of the network traffic and
the temperature measurements are illustrated in Fig. 4(a). It
can be seen that the rear sensor nodes (5 and 6) perform
most temperature measurements. They need not forward any
messages and more energy is available. Node 4 has to forward
most of the messages. Therefore, it performs the fewest
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Fig. 4. Simulation results of the five-nodes-network using the normal routing
protocol. All nodes are working properly.

measurements. Fig. 4(b) shows the chronological sequence
of the temperature measurements. The dashed line shows the
moving average of the temperature measurement rate. The
traces of the ESC voltages are plotted in Fig. 4(c). They show
the typical discharge characteristic of a Lilon rechargeable
battery. It can be seen that the voltage of node 4 drops a little
bit faster. The reason is the lack of information at the base
station about the real SoC of node 4: The SoC information
of a specific node at the base station is only updated after
a temperature measurement command for that node. After a
certain period of time, the information of node 4 is not up to
date and it wrongly indicates the highest SoC of all nodes.
Fig. 5 shows the results of the network simulation using
the normal routing protocol. The measurement of the ESC
terminal voltage of node 4 becomes erroneous after 350s.
Then, the measurement error is +4 %. This causes a maximum
SoC estimation error of 45 %. The statistics of the network
traffic and the temperature measurements are illustrated in
Fig. 5(a). It can be seen that node 4 performs most temperature

102/115

(©2012 IEEE. Reprinted with permission.



WCNC’12

Temperature Measurements Sent Packets Received Packets

1500 2000 6000
5000
1500
1000 4000
1000 3000
500 2000
500
1000
0 0 0
2 3 5 6 2 3 5 6 2 3 5 6

4 4 4
Sensor Node ID Sensor Node ID Sensor Node 1D

(a) Network traffic and temperature measurement statistics.

T T T T T

6 R — Mo o
fa)
8 5 e —————— == = = e o
3 e <
= 4 4
s
2
e
$ 3 rem—————— — — = = = S e

----------- e
i i i i i
0 200 400 600 800 1000 1200
Time [s]

(b) Temperature measurement distribution.

Battery Voltage [V]

500
1000

Time [s] Sensor Node ID

(c) Voltage trace of the node’s ESC.

Fig. 5. Simulation results of the five-nodes-network using the normal routing
protocol. An SoC estimation error occurs at node number 4.

measurements. The reason is the wrong estimation of the SoC.
This can be seen clearly in the chronological sequence of
the temperature measurements shown in Fig. 5(b). Almost
all temperature measurements are performed by node 4 after
350s. Thus, the real SoC of node 4 decreases faster than
the SoC of the other nodes. This can be seen in Fig. 5(c).
The increased consumed energy is lacking at the end of the
simulation. Then, node 5 and node 6 have energy reserves but
node 4 fails and it cannot forward messages. The simulation
statistics including the network lifetime is shown in Table II.

Fig. 6 shows the results of the network simulation using
the enhanced routing protocol. The measurement of the ESC
terminal voltage of node 4 becomes also erroneous after 350 s
here. The statistics of the network traffic and the temperature
measurements are illustrated in Fig. 6(a). It can be seen that
node 4 performs most temperature measurements. However,
the difference between node 4 and the other nodes is smaller
than in the previous simulation. The reason is the random
selection of the next node from the two nodes with the highest
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Fig. 6.  Simulation results of the five-nodes-network using the enhanced

routing protocol. An SoC estimation error occurs at node number 4.

SoC. This can be seen clearly in the chronological sequence
of the temperature measurements shown in Fig. 6(b). Despite
the measurement error of node 4, temperature measurement
commands are also sent to the other nodes. The voltage of
node’s 4 ESC does not decrease as fast as in the previous
simulation. This can be seen in Fig. 6(c). This is why the
lifetime of the network is enhanced.

Table II lists the statistics of all four performed simulations.
The simulation setting without any measurement error using
the enhanced routing is listed for completeness. The shortest
network lifetime is caused by the simulation setting with
the faulty node and the normal routing. This is a reduction
of 3.13% related to the error-free simulation setting. The
enhanced routing causes an increase of 1.66 % related to the
reduced network lifetime. The number of the temperature mea-
surements is interesting, because it is equal with and without
the faulty node. The reason is that the base station transmits
the next temperature measurement command immediately after
receiving a measured temperature. The measurement at the

(©2012 IEEE. Reprinted with permission.
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TABLE II
SUMMARY OF SIMULATION RESULTS.
Simulation settings First Network Number of Measu-
failing lifetime temperature rement
node measurements rate
All nodes OK 4 1195.10s 1737 1.453 %
normal routing
Node 4 faulty 4 1157.75's 1737 1.500 <
normal routing
All nodes OK 4 1195.31s 1736 1.452 %
enhanced routing
Node 4 faulty 4 1176.96 s 1731 14711
enhanced routing )

rear nodes needs more time, because the messages must be
forwarded more often. Due to the fact that most temperature
measurements are performed by node 4, the number of tem-
perature measurements does not change despite the reduced
network lifetime. This can be seen in the last column of the
table showing the average temperature measurement rate.

VI. CONCLUSION AND FUTURE WORK

This work presented the simulation results of the impact of
the SoC measurement error on a power-aware WSN applica-
tion. We used a simulation environment written in SystemC-
AMS which enables a combined simulation of hardware and
software of a wireless sensor node.

Using a simple power-aware routing protocol showed the
reduction of the network lifetime by 3.13 % simulating an
erroneous SoC estimation at one node. A simple enhancement
of the routing increased the network lifetime by 1.66 %. Fur-
thermore, we showed that a simulation environment supporting
a combined simulation of software and hardware is necessary
to optimize power-aware algorithms.

The environment allows the integration of various relevant
hardware characteristics, paving the way for the evaluation of
different power-aware algorithms.
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