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Abstract

Full quality control of pharmaceutical materials and manufacturing processes using Process
Analytical Technology (PAT) tools guarantees a final target product profile. Continuous
real-time process verification can be accomplished by monitoring univariate (temperature,
pressure, etc.) and multivariate (spectrum, image, etc.) process and performance attributes.
Following the growing industry activity concerning PAT, Siemens developed the PAT software
solution SIPAT. SIPAT allows to monitor and identify Critical to Quality Attributes (CQA)
to control and finally to optimise the manufacturing process. The data is collected and timely
aligned in real-time. This functionality paves the way for innovative continuous manufacturing
processes in the pharmaceutical industry, where different unit operations e.g., continuous
granulation, Hot Melt Extrusion (HME), tableting, etc. can be aligned.

In this context, this PAT approach based on a SIPAT installation is applied on a HME process
(Coperion ZSK18) at the Research Center Pharmaceutical Engineering (RCPE), where data
from generic sensors and from a near-infrared (NIR) spectrometer (Sentronic SentroPAT FO
with Dynisco probe) were monitored in real-time. SIPAT aligns the spectrum of the extrudate
(at the die) and scalar measurements (screw speed, barrel temperatures, material pressure,
etc.) and provides a common database. The user or external software (i.e. Matlab, Simca-Q)
can access the measured data from the SIPAT database, which enables process control out of
SIPAT.

A discussion of the extrusion process in general and the processing unit in detail as well
as process parameters is essential to analyse the process. A good process understanding
is required in order to develop a model of the HME process. Various different models
are discussed and several validation methods were applied to finally choose one model for
simulation and one for predictions. Furthermore, a real-time predictor which combines
the extruder, the spectrometer, SIPAT, Matlab and Simca-Q, is developed. Moreover, an
automatic Design of Experiments (DoE) to obtain a design space for several formulations
manifests the advantages of SIPAT. Besides the determination of a design space, trajectory
and process optimisation can be carried out.
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1 Introduction

1.1 Process Analytical Technology

“The pharmaceutical industry has a little secret: Even as it invents futuristic
new drugs, its manufacturing techniques lag far behind those of potato-chip and
laundry-soap makers.” [4]

A Wall Street Journal article described the manufacturing techniques of potato chips as
more advanced than those of pharmaceuticals. Using new technology, silicon chip makers
have increased their manufacturing efficiency by more than 10,000% in the past few decades,
whereas the pharmaceutical industry has been using the same basic manufacturing processes.
The technological progress has been made in the equipment but not in the process itself.

The US Food and Drug Agency (FDA) published Process Analytical Technology (PAT)
guidelines for pharmaceutical processes to catch up with other industries concerning process
development [5].

1.1.1 Background

In August 2002, the FDA announced a 2-year initiative, titled “Pharmaceutical cGMPs for
the 21st Century: A Risk-Based Approach”. The aim of the FDA is to enhance the regulation
of pharmaceutical manufacturing and product quality. In September 2004 the PAT guidance,
“PAT - A Framework for Innovative Pharmaceutical Development, Manufacturing, and Quality
Assurance”, was released [6].

FDA proposed PAT to anticipate technical and regulatory issues. The goal of PAT is to
understand a manufacturing process as well as process automation and control. Furthermore,
it includes designing and analysing of pharmaceutical manufacturing processes, chemical
engineering and knowledge as well as risk management. Significant regulatory barriers
have suppressed pharmaceutical manufacturers from adopting state-of-the art manufacturing
practices. The FDA wants to stimulate the pharmaceutical industry to focus on the science
of manufacturing [6, 7].

Process understanding contains the identification and explanation of all critical sources of
variability and accurate and reliable predictions of product quality attributes [6]. Moreover,
it includes a mechanistic understanding of formulations and process factors.

1
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1.1.2 PAT Measurement Principles

Full quality control of pharmaceutical materials and manufacturing processes using PAT tools
guarantees a final target product profile (TPP). Continuous real-time process verification can
be accomplished by monitoring univariate (temperature, pressure, etc.) and multivariate
(spectrum, image, etc.) process and performance attributes. Univariate process parameter
and off-line material product characterisation are used in traditional approaches. PAT
implies in-line measurements of product quality attributes and additionally, process regulation
to minimise product loss. There are different methods to obtain accurate measurements
of product quality attributes. Direct measurements imply a method to directly get the
information about the parameter of interest. Contrary, an indirect method needs combinations
of different indirect measurements to extract the necessary information. The following listing
classifies PAT methods:

• Direct Measurements:

– Near-Infrared (NIR) Spectroscopy

– Chemical Imaging

– Raman Spectroscopy

– Chemical Mapping

– UV-Vis Spectroscopy

– Mass Spectroscopy

– Gas Chromatography

– Small and Wide Angle X-Ray Scattering (SWAXS)

– Terahertz Spectroscopy

– Optical Coherence Tomography

– High-performance liquid chromatography (HPLC)

– etc.

• Indirect measurements:

– Generic sensors

∗ Physical Attributes (size, shape, temperature, pressure, etc.)

∗ Chemical Attributes (pH value, etc.)

PAT is applied to the Hot Melt Extrusion (HME) process and uses one direct method (NIR
spectroscopy) and some generic sensors, e.g. temperatur, pressure, torque, to analyse the
process. Critical process parameters affecting the product quality attributes are obtained by
periodical measurements to design, analyse and control the HME process [6].
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1.2 Simatic SIPAT as a PAT Software Solution

The growing industry activity concerning PAT encouraged Siemens to develop a PAT software
solution, namely SIPAT (Siemens AG, Brussels, Belgium). Characterised by its inherent
modularity, SIPAT allows the user to monitor and identify Critical to Quality Attributes
(CQA), to control and finally to optimise the manufacturing process. The data is collected
in real-time and SIPAT aligns the measured data from different collectors. One collector
is chosen by the user during the method configuration procedure as the reference collector.
Thus, SIPAT carries out an aggregation function on the data of all the other collectors to
guarantee time alignment. Furthermore, SIPAT brings in-line, at-line, on-line and off-line
data in relation and provides real-time predictions on product and process quality.

On the one hand, SIPAT offers common communication interfaces, e.g. OPC technology, to
use sensors from various different manufacturers. On the other hand, it allows the developer
to easily import PAT tools, e.g. Spectrometer, by providing customised communication
interfaces.

Summarised, SIPAT allows the user:

• to enhance process understanding.

• to improve continuous processes.

• to develop processes based on Quality by Design (QbD) principles.

The tools to support PAT principles are:

• Process Analysers,

• Process Control tools,

• Data analysis and mining tools (Multivariate Data Analysis, etc.) ,

• Data collection, storage and retrieval tools,

• Reporting tools,

• Continuous improvement and knowledge management tools [7, 8].

All the PAT tools mentioned are linked to SIPAT. Therefore, the integration of PAT in an
existing manufacturing process is carried out by SIPAT.

1.3 HME as a Pharmaceutical Manufacturing Process

Solid dosage forms (tablets and capsules) are by far the most popular dosage forms in use
today, because of their enhanced stability and easy use. However, these dosage forms also
induce bioavailability, stability and manufacturing challenges [9]. To enhance and modernise
formulation processes and increase the efficiency of manufacturing operations whilst improving
therapeutic efficacy, the FDA guidance facilitates the introduction of manufacturing processes
to the pharmaceutical industry [10]. Particularly in the area of solid dispersion the HME
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Figure 1.1: HME as a pharmaceutical drug processing unit.

technology has captured the interest of the pharmaceutical industry. Compared to traditional
pharmaceutical production processes, the HME process has a lot of benefits.

In the ideal case the HME as a pharmaceutical drug processing unit molecularly dissolves
active pharmaceutical ingredients (API) in the polymer, as illustrated in Figure 1.1. The
matrix acts as a thermal binder, drug stabiliser, drug solubiliser and/or drug release controlling
excipient with no compressibility requirements. Therefore, the selection of an appropriate
carrier compound mainly depends on drug-polymer miscibility, polymer stability and function
of the final dosage form [10]. The result is an enhanced rate of dissolution and solubility of
drug molecules compared with the crystalline form. Extrudate solid solutions offer greater
thermodynamic stability than those prepared by alternative processes such as spray drying,
solvent evaporation and other hot melt methods [9]. Additionally, solid dispersions of drugs
increase the active agent bioavailability and the duration of the drug action in the body and
reduce side effects.

The HME process allows effective integration in a continuous manufacturing environment
(Figure 1.2). The extruder is fed with a (preprocessed) matrix and an API. Directly after
exiting the die, the hot, still molten strand is cut with a rapidly rotating cutting knife into
pellets of uniform size, shape and density. In this process configuration it is advantageous
that there is no need for a subsequent spheronisation step and it does not require a further
melting of the product. As a consequence, it lowers equipment cost and reduces energy
demand. The further downstream processes might be a tablet press followed by a coating
process to produce tablets or an encapsulation process to obtain capsules [11].

The transition from batch to continuous processing is the intention of the pharmaceutical
research community. The major advantages of continuous manufacturing are i.a. the reduction
of process volume and thereby the integration of quality to the process. Adjustments and
controlling of continuous processes are more effective in real-time than for batch processes.
Depending on a single large-scale batch process causes high risk to success in delivering a
high product quality. In contrast, continuous processing spreads out risk over time. For the
preparation of drug delivery systems, the HME process has been gaining more and more
attention in the pharmaceutical industry. The HME process is a continuous manufacturing
process and combines multiple batch unit operations in one single process [6, 12].

The manufacture of drugs is still changing from the traditional batch processing via lean
manufacturing to continuous processing. Quality by Design (QbD) approaches improved the
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understanding of process steps and their impacts compared to traditional manufacturing
treating disconnected process steps. The throughput rates are still increasing while the
throughput times are decreasing, as illustrated in Figure 1.3a and 1.3b.

The way of continuous processing offers several advantages:

• Reduced throughput time.

• High overall asset effectiveness.

• Reduction of the systems’ foot print.

Figure 1.2: The integration of the HME process to the plant.
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Figure 1.3: Evolution of the type of manufacture over time [1].
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• Reduction of capital and operational costs.

• Reduction of raw material and intermediate inventories.

• Integration of compliance/quality within the process.

• Reduced time to market.

Contrary, there are some challenges/disadvantages of continuous manufacturing:

• Can not be applied on every process.

• Dedicated equipment and facilities required.

• Process technology under-developed.

• Advanced and robust PAT and control approaches required.

• Many sensors do not exist (e.g., powder flow rate, impurities, etc.).

• Single point of failure can bring down the whole plant.

• Exceptional events management required.

• Regulatory framework is under-developed.

To sum up, the benefits of continuous manufacturing speak for themselves and continuous
processing will determine the development of the manufacture of drugs of the future. Apart
from the advantages of continuous manufacturing, the hot melt extrusion as a pharmaceutical
manufacturing process has several additional advantages:

• Mixing, melting and extrusion in one step.

• Increased bioavailability due to formation of solid dispersions, which is relevant for
novel drugs with poor solubility.

• Processing in absence of solvents and water.

• Economical process with reduced production time and fewer processing steps.

• Short residence times and therefore, suited for temperature-sensitive drugs.

• High drug loadings enables the production of small pills.

• Extruded material can be further processed into a variation of dosage forms, including
capsules, tablets, and transmucosal systems.

Yet on the other hand there are some disadvantages and challenges of the HME process:

• Lack of detailed design/simulation tools.

• Configuration of extruder (e.g. screw, barrel, die geometry).

• Prediction of performance still rudimentary.
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Hot melt extrusion technology represents an efficient pathway for the manufacture of drug
delivery systems. Different process steps like mixing, melting, homogenising, and shaping
can be carried out by the HME process and offers many opportunities for automation of the
manufacturing plant to limit material loss, to increase the throughput, to decrease energy
input, and to yield a product with high quality. Significant impact on the degradation of
drugs and excipients has the design of the screw assemblies and extruder dies, which are still
areas of development [2].

1.4 Scope of this Work

This chapter introduced hot melt extrusion as a pharmaceutical manufacturing process, which
is discussed in more detail in chapter 2 including an overview of the individual processing tasks
and general functionalities. Additionally, process parameters and characteristic attributes of
the extrusion process are also explained in this chapter.

The PAT approach based on a SIPAT installation (version 3.1.1) is applied on the HME
process at Research Center Pharmaceutical Engineering (RCPE) GmbH, Graz, Austria.
Chapter 3 describes the network architecture of the current SIPAT configuration including
the HME process and the NIR spectrometer. SIPAT alignes the spectrum of the extrudate
(at the die) and scalar measurements (screw speed, barrel temperatures, material pressure,
etc.) and provides a common database. The user or external software can access all the
measured data from the SIPAT database in real-time or off-line, as illustrated in Figure 1.4.
Chapter 3.4 and 3.5 present the communication between the different components including
the used interfaces, the functionalities of the system and its subparts and the data flow of
measurements and configuration data.

In the first stage SIPAT is used for monitoring of the output parameters of the HME process.
Furthermore, establishing a direct connection from SIPAT to the extruder in order to set the
input parameters by the SIPAT user or predefined sequences opens up new opportunities to
exhaust the capability of SIPAT. Figure 1.5 illustrates the basic concept and also shows the

Figure 1.4: Real-time and off-line process analysing are used in this work.



Chapter 1. Introduction 8

Figure 1.5: The HME process with its input and output parameters, which can be manipulated
and monitored by SIPAT.

usual way of manipulating input parameters by the operator via WinCC. In chapter 4 a use
case is described demonstrating the integration and interaction of the HME process (generic
sensors, actuators), the spectrometer, SIPAT, Umetrics Simca, and Mathworks Matlab. This
use case shows the strength of SIPAT by performing an automatic Design of Experiments
(DoE).

Finally, a black-box model of the extruder presented in chapter 5 is developed and used for
simulations and real-time predictions. The application of real-time predictions of the API
concentration combines real-time and off-line analysing of the HME process. The last part of
this work includes a conclusion and an outlook.



2 Hot Melt Extrusion Process

2.1 Introduction to the Hot Melt Extrusion Process

The first section introduces various different types of extruders and points out the advantages
of the extruder at the RCPE. Section 2.2 gives an overview of the individual processing tasks
and general functionalities. Additionally, process parameters and characteristic attributes of
the extrusion process are explained in this section.

2.1.1 Overview and Classification of Extruder

Industrial applications of extruder date back to the 1930’s. This is why the HME process
is a well elaborated manufacturing process technology in the plastic- as well as the food-
industry [2]. The HME process applications now range from reactor processing over chocolate
kneading to the pharmaceutical sector. As for pharmaceuticals, various dosage forms can be
manufactured, ranging from pellets, over granules to tablets, and transdermal drug delivery
systems [11]. The extrusion process converts a raw material into a product of uniform shape
and density by forcing it through die under controlled conditions [2].

Figure 2.1: Classification of extruder.

9
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Figure 2.2: Hot Melt Extrusion process.

Extruder can be classified according to their number of shafts, as illustrated in Figure 2.1.
Single screw, in other words single shaft extruders, are applied in plastic processing mainly
for melting and pressure build-up, allowing extrusion through a die or injection into a mould.
The disadvantage of limited mixing ability of single screw extruder delimitates the utilisation
of this type of machine as a manufacturing process of pharmaceutical products. The twin
screw extruder has two parallel shafts rotating together in the same direction (co-rotating)
or in the opposite direction (counter-rotating). Counter-rotating screws can either rotate
towards the center, or rotate away from the center (seen from the above). Consequently,
the material is squeezed through the gap between the two screws as they come together.
Co-rotating twin screw extruders can be operated at higher screw speeds than extruder with
counter-rotating screws, due of the pressure that develops from the outward pushing effect as
the screws come together in rotation.

Twin screw extruder can be separated into intermeshing and non-intermeshing machines.
Advantage of intermeshing extruder are that the flights mesh tightly except for the necessary
clearance, and therefore, the machine is designated as kinematically “self-cleaning” [3, 13].
Multiple screw extruder are only used for special purposes and are not applied in the
pharmaceutical industry.

An intermeshing co-rotating twin screw extruder (ZSK 18, Coperion GmbH, Stuttgart,
Germany) with 18mm screw diameter is used at Research Center Pharmaceutical Engineering
(RCPE) for the research of manufacturing of pharmaceuticals, as illustrated in Figures 2.2.
Furthermore, a twin-screw gravimetric feeder (KT20, K-Tron, Pitman, USA) is used to
establish a certain throughput. For split feeding experiments, a second feeder of the same
type is applied. Therefore, in the rest of the work some explanations refer only to these
specific types.
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(a) Axially opened flights
result in the denoted
material flow.

(b) Double flighted profile of the
screws.

(c) Closely intermeshing screw pro-
files.

Figure 2.3: Illustration of some properties of the screws of the HME process.

2.1.2 Introduction to the Co-Rotating Twin Screw Extruder

The main components of an extruder are a feeding hopper, a barrel, screws, a die, a screw
driving unit and a heating/cooling device. Furthermore, the process can be divided into four
sections: feeding of the extruder, conveying of mass, mixing of the material and entering the
die. To fulfill the requirements of the TPP, the extrusion process requires process monitoring
of all sections and a good understanding of process and material parameters, e.g. viscosity,
variation of viscosity with shear rate and temperature, elasticity [2].

Co-rotating twin screws are based on a modular design and facilitate an easy adaptation
of the process to handle a variety of processing requirements and product characteristics.
Extruder with two closely intermeshing (Figure 2.3c) co-rotating screws have the following
properties:

• The flights of the screws clean each other. This self wiping screw profile ensures nearly
complete emptying of the equipment and minimises product loss at shutdown.

• It ensures a narrow and well-defined residence time distribution. The residence time in
the twin screw extruder is about 2 minutes.

• The flights of the two screws are opened axially resulting in a material flow as depicted
in Figure 2.3a.

Double flighted twin screw extruders (Figure 2.3b) are used for the extrusion of temperature
and shear sensitive material by applying low shear forces. Furthermore, double flighted screws
in comparison to single flighted have the following advantages:

• Double flighted screws enable a high conveyer capability.

• The extruder can be operated at a higher feed rate.

• The product is treated more carefully [14].
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2.2 Process Technology

A twin screw extruder has various processing zones, which are arranged in series. Every
processing step is linked to the next. Thus they can not be considered independently. The
barrels and the screws are based on a modular design and the screw must be assembled
according to the formulation. Figure 2.4 illustrates an example of a certain screw configuration
considering only one feeder. Analysing the unit operations in the extruder to a satisfactory
degree can only be achieved if sufficient information about the rheological and thermodynamic
properties of the polymers, polymer compounds and API(s) is available. Obtaining this
data is difficult and partially not feasible and therefore, it is necessary to refer to model
investigations and simulations. Especially the screw configuration depends on these properties
and is still a hot research topic.

The following section is a brief introduction to the geometry of the screw. Section 2.2.2 gives
an introduction to each zone and task of the extruder in respect to Figure 2.4. HME process
parameters and characteristic parameters are presented in section 2.2.3.

2.2.1 Geometry

The closely intermeshing co-rotating twin screw extruder has two adjacent screw elements
with identical geometry which are symmetrical and rotate at the same speed. Figure 2.5
illustrates the geometry of a conveying screw element. All screw elements have the same
screw diameter, whereas this screw diameter is smaller than the barrel diameter to establish
a specified clearance between the external wall and the screw tip. Additionally, the condition
of a clearance between the screws (cf. Figure 2.3c) has to be kept. Screw elements can vary
in pitch, channel depth or root diameter and helix angle. The screw elements of the RCPE
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Figure 2.4: An example of a specific screw configuration.
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Self wiping screw profile: The self wiping screw profile
i.e. the flight of one screw wipes the root of the screw on
the shaft next to it, ensures near complete emptying of the
equipment and minimises product wastage on shutdown.
Minimum inventory: Continuous operation of the equip-
ment coupled with the low volume of the mixing chamber
load to reduced inventories of work in progress. This is
important when processing valuable or potentially hazar-
dous materials.
Versatility: Operating parameters can be changed easily

and continuously to change extrusion rate or mixing
action. The segmented screw elements allow agitator
designs to be easily optimized to suit a particular applica-
tion. Die plates can also be easily exchanged to alter the
extrudate diameter and hence the spheroid diameter. This
allows processing of many different formulations on a
single machine, leading to good equipment utilization.
Polymers with a wide range of viscoelastic and melt visc-
osities can be processed and even fine powders can be
directly fed into the system (Fig. 3).

Typical twin-screw laboratory scale machines have a
diameter of 16–18 mm and a length of four to ten times

J. Breitenbach / European Journal of Pharmaceutics and Biopharmaceutics 54 (2002) 107–117 109

Fig. 2. Extrusion screw geometry.

Fig. 3. Schematic presentation of a twin-screw extruder set-up.

Fig. 1. Screw and kneading elements.

Figure 2.5: Illustration of the screw geometry of a conveying element [2].

(a) Conveying element. (b) Kneading element.

Figure 2.6: Illustration of different screw elements.

extruder only differ in pitch and helix angle. This geometry facilitates the feed material to
fall easily into the screw for conveying along the barrel.

Depending on the section of the extruder, a certain screw element has to be chosen. Figure 2.6a
presents a conveying element while Figure 2.6b illustrates a kneading block. The explanations
of the compounding processes state correlations between the geometry parameters of conveying
elements and kneading elements and process characteristics [3, 13].
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2.2.2 General Overview of the Compounding Processes

This section gives an overview and introduction in the various tasks of an extruder. Figure 2.4
illustrates the locations and the processing sequence of the tasks. The following descriptions
of the individual processing zones is based on this example, but it can be adapted to other
screw configurations.

Intake Zone

The key tasks of the intake zone are conveying and compressing solids. The free screw volume,
the pitch, the screw speed, and the bulk density of the material limits the feed capacity.
Decreasing the thread pitch but maintaining a constant channel depth or decreasing channel
depth while maintaining a constant thread pitch results in increased pressure as the material
moves along the barrel [2]. As illustrated in Figure 2.7a, the pitch is reduced towards to the
plastification zone in order to compress the matrix and to achieve a higher degree of filling at
the beginning of the plastification zone. This causes high local pressure at the end of the
intake zone, which depends on the polymer and may lead to a greater or lesser degree of
wear [3]. Consequently, the melting characteristics will be improved.

The intake barrels (barrel sections 1 and 2) are cooled in order to prevent low melting-point
components from adhering to the barrel wall since this could cause a blockage of the material
directly below the feed hopper.

Plastification Zone

The melting process of the material is carried out in the plastification zone. Moreover, in this
zone pre-dispersion of the filler is conducted. The ratio of melt viscosities r = µdispers/µcontin
of the blend partners has a major influence on the melting process. µdispers and µcontin are

(a) Reduction of the pitch to compress the matrix. (b) Melting process in the plastifica-
tion zone.

Figure 2.7: Characteristics of the intake and plastification zone are illustrated.
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(a) Two kneading elements with different
disc widths.
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(b) Staggering angle of 45◦ and 90◦.

Figure 2.8: Parameters of kneading elements are illustrated.

the viscosities of the blend partner present in the dispersed and continuous phase, respectively.
The smaller the ratio r, the longer the melting process takes, but the sooner it begins [3].

The screw shafts transmit most of the energy required to melt the matrix, whereas the energy
input from the heating of the barrels represent only a small fraction. The heat flow through
the barrel is important to create an adhesion of the polymer on the wall. Thus, generation of
a shear gradient can only be achieved if the temperature of the barrel wall is higher than
the softening point of the polymer [3]. In other words, the barrel temperatures 3 and 4 have
to be chosen carefully to guarantee the melting film on the wall. Furthermore, due to the
transition from cooling to heating at the barrels 2 and 3, the energy required to heat the
barrel walls has its maximum at barrel 3.

It is beneficial to completely fill the plastification zone to accelerate the melting process.
Therefore, the screw designer should establish a pressure build-up at the end of the intake
zone (reduction of the pitch) and back-pressure at the end of the plastification zone (e.g.
re-conveying element).

Figure 2.7b shows the melting process in the plastification zone, where the color denotes the
temperature of the material and, at the same time, it illustrates the phase transition from
solid to liquid (yellow - solid and red - liquid). Solid particles might be still present after the
plastification zone, but it may not be mandatory to achieve 100% melting at the end of this
zone. These solid particles can be melted in subsequent zones, e.g. in the mixing zone [3].

Kneading discs are used to achieve the aim of the plastification zone. There are different
parameters (Figure 2.8a and 2.8b) to choose by the screw designer which influence the
behaviour and characteristic parameters of the process. Among other things, the staggering
angle and the kneading disc width can be chosen:

A larger staggering angle

• reduces the downstream conveying action of the melt and thus decreases the residence
time, and
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• improves the mixing performance because more leakage streams are generated [3].

A narrower kneading disc

• reduces shear in the gap,

• increases downstream conveying action (decrease residence time) and

• mixes more efficiently due to the generation of more leakage streams [3].

Melt Conveying Zone

Apparently, this zone conveys the melt from one processing zone to the next (e.g. from
the plastification zone to the mixing zone). Usually the conveying zone is partially filled,
except for the part needed for back-pressure or pressure build-up for pressure consuming
elements. The melt conveying zone should dissipate as little energy as possible. Due to
leakage flows over the screw tip and the intermeshing zone, it causes some slight back-mixing
of the material [2, 3].

If a second feeder is applied on the process (split feeding), e.g. using the first one to feed
the matrix and the second one for the API, then the melt conveying zone might be used
additionally as an intake zone. Since there can raise a lot of problems attaching a second
feeder (e.g. blockage of the material directly below the second feed hopper), the pitch, the feed
rates, the screw speed, and the barrel temperature characteristic have to be chosen carefully
to guarantee full functionality of the process. The use case discussed in chapter 5 requires
split feeding in order to monitor process dynamics in respect to the API concentration. Due
to enhanced process stability, both feeders were attached at the intake zone.

Mixing Zone

The aim of the mixing process is to accomplish homogenous distribution of solids or liquids
within the melt with the shortest mixing length and minimum energy input. The mixing
zone contains distributive and dispersive mixing. The distribution process depends entirely
on the intensity and direction of the ratio of drag and pressure flows and not on the viscosity
of the melt. The dispersive mixing depends also on viscosity and is therefore affected by the
shear stress in the screw channel.

The screw designer uses the same kind of screw elements, kneading discs, as in the plastification
zone. The maximum shear stress and thus, the most effective dispersion, is generated by wide
kneading discs, whereas this leads to high energy input, increases the melt temperature and
reduces the viscosity of the melt. Reduction of the viscosity of the melt results in a reduction
of shear stress. Therefore, dispersive mixing is an optimisation problem [2, 3].



Chapter 2. Hot Melt Extrusion Process 17

Devolatilisation Zone

The key tasks of the devolatilisation zone is to remove water, residual monomers and solvents.
It is important to guarantee completely filled zones on either side of the devolatilisation zone
due to the axially open screw channels property of the co-rotating twin screw extruder [3].

Pressure Build-Up Zone

The pressure build-up zone is located in the extruder in the discharge zone. The pressure
required to force the material through the die has to be generated by the pressure build-up
zone. The aim of the design of the pressure build-up zone is to optimise the pressure generation
in respect to consume as little energy as possible [3].

2.2.3 HME Process Parameters

In order to guarantee a final TPP, monitoring of dedicated process parameters has to be
carried out. The HME process, the final product and the raw material imply a number of
various parameters. Identification of critical process parameters is difficult and presupposes
an excellent understanding of the process. This section presents a number of setting and
process parameters, whereby only measurable parameters can be considered for additional
process analysis or control. Thus, the definition of input and output parameters is also given
in this section.

Figure 2.9 illustrates the extruder emphasising the input (red) and output (green) parameters.
Furthermore, one might retrieve the location of the sensors from this figure, because it is
significant for process analysing.

Setting and Input Parameters

A given formulation denotes the concentrations of the raw materials in the final product. In
respect to the formulation the screw configuration, barrel temperatures and die geometry
have to be designed and adjusted. According to an appropriate screw and die geometry a
particular throughput and screw speed can be chosen. The throughput of a compounding
process is limited by the available volume, torque, and the maximum tolerable product
temperature. Advantageous compared to a single screw extruder, the throughput can be
chosen independently of the screw speed [2, 3].

The setting parameters may be summarised as follows:

• Formulation (Concentrations)

• Extruder configuration (screw, die geometry, etc.)

• Barrel temperature profile

• Throughput
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Figure 2.9: Schematic illustration of the extrusion process including the input and output
parameters.

• Screw speed

During runtime, or in other words, after the configuration of the screw and the die geometry,
the screw speed, feed rate and the barrel temperatures of the barrel sections 2 to 10 can be
manipulated. Adjusting these input parameters the process characteristics can be influenced
and the final product quality can be improved.

The following input parameters are specified for the operator:

• Screw speed rss
• Feed rate rf
• Barrel temperatures rti with i = 2, 3, ..., 10

Process and Output Parameters

Process parameters contain process characteristic information and enable a description of the
process. Some important process parameters are:

• Intake characteristic

• Torque

• Pressure profile
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Figure 2.10: Mounted capsule to guarantee reliable measurements.

• Temperature profile

• Residence time distribution

• Dispersion quality

• etc.

Unfortunately, only a few process parameters can be measured directly. Thus, process charac-
teristics have to be extracted from the measurable attributes defined as output parameters:

1. Spectrum ys. The NIR spectrometer is used to develop information about the quality
of the product. The data type of a spectra is multi-value [8].

2. Sensors for measuring scalars:

• Temperature of the barrel yti with i = 1, 2, ..., 10. Each barrel has attached one
temperature sensor.

• Feed rate yf . Three sensors are used to measure the metering stream at the feeder.

• Material temperature ytm. There are three sensors which measure the temperature
of the material in degree celsius.

• Material pressure ypm. The pressure of the material is measured in bar.

• Screw speed yss in revolutions per minute and

• Torque ymd. The rpm and the torque of the main drive is measured [15].
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Figure 2.11: Influence of the screw speed and the throughput on the quality [3].

NIR Spectrometer: In the field of pharmaceutical engineering the NIR spectroscopy is one
of the most popular instruments for raw material testing, product quality control and process
monitoring [16]. In contrast to other analytical techniques, NIRS has its major advantages
in:

• No or limited sample preparation needed.

• Prediction of chemical and physical sample parameters from one single spectrum after
calibration.

• Separating of the sensor head and the spectrometer by use of fiber optic probes.

• Supporting a high measurement rate [6].

The used SentroPAT FO (Sentronic GmbH, Dresden, Germany) with a fibre-optic Dynisco
NIR probe is a diode array based near-infrared spectrometer. The Dynisco probe is a special
probe for 1/2" UNF thread as used for extruders. It is a fast and nondestructive technique
and covers the wavelength range of 1100nm to 2200nm with a resolution of 2nm. NIR spectra
are collected in transflexion mode. 120 spectra are averaged and an integration time of 0.014s
per spectrum is used. The Dynisco probe should be attached on the process at an appropriate
location. In order to guarantee reliable measurements a capsule as illustrated in Figure 2.10
is mounted. This construction induces an annular gap which avoids the extrudate forming
a channel and thereby the observed spectrum can be used to predict the current chemical
composition of the extrudate.

The properties of NIR spectra, e.g. low intensity, wide and overlapped bands, cause the usage
of data filtering and multivariate data analysis techniques to develop analytical methods [6].
Relating two sets of data, the spectra and the reference values/concentrations, by regression
results in a model. After a successful calibration of the model, concentrations of the API(s)
in the extrudate can be predicted using new measured spectra. This procedure is discussed in
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Figure 2.12: Influence of the screw speed and the throughput on the specific mechanical
energy input [3].

more detail in the use case to model the HME process in chapter 5. Based on these predictions,
correlations between the quality and output parameters can be investigated. From a general
point of view, Figures 2.11a and 2.11b state the relationship between the quality and the
throughput and barrel temperatures. Figure 2.11b shows that the product quality is rather
independent of the barrel temperatures, whereas Figure 2.11a represents the influence of the
throughput on the quality. In order to develop a controller, these investigations, among other
things, have to be elaborated.

Characteristic Process Parameters

A characteristic process parameter offers significant information about the process behaviour
and thereby monitoring and investigation of these parameters is mandatory to improve
process understanding. The specific mechanical energy (SME) input and the residence time
characteristics are identified as such characteristic parameters in several references [3, 17, 18].

Specific Mechanical Energy Input: The specific mechanical energy input is one of the
most important characteristic values. Regardless of the size of the extruder it is characteristic
to each product. The specific mechanical energy input (PSME) via the screw shafts states
the measured screw speed yss, torque ymd and the throughput/feed rate yf in relationship,
as denoted in Equation 2.1. Due to the limited heat transfer through the barrel walls, most
of the energy input in the process is reflected by the PSME .

PSME = 2 · π · yss · ymd
yf

(2.1)



Chapter 2. Hot Melt Extrusion Process 22

- Page21
&Daniel Markl - HME Process

18/08/2011

Time [s]

Residence Time
Distribution

Screw 1

Screw 2

Screw 3

Figure 2.13: Influence of screw configurations on the residence time distribution.

Figures 2.12a and 2.12b illustrate the relationship between the specific mechanical energy input
and the throughput and screw speed. Apparently, PSME increases as screw speed increases
with constant torque. Furthermore, the throughput decreases as the specific mechanical
energy input increases [3, 17].

Residence Time Characteristics: Especially for heat-sensitive products, the residence time
characteristics in an extruder has a great influence on the quality of the product. As it is
a continuous process, the residence time cannot be specified precisely and therefore, the
residence time distribution characterices a process [3].

In partially-filled screw sections the average residence time only depends on the pitch and
the screw speed, whereas in fully-filled sections only the throughput influences the average
residence time. Figure 2.13 compared the residence time distribution for different screw
configurations. A simple conveying screw (Figure 2.13 - screw 1) has a narrow residence time
distribution, while a screw with a small section of kneading elements (Figure 2.13 - screw 2)
and a long section with kneading elements (Figure 2.13 - screw 3) results in a wider residence
time distribution. The screw configuration as depicted in Figure 2.4 might have a residence
time distribution as illustrated in Figure 2.13 for screw 3.

Apart from the residence time depending on the screw configuration, process parameters
equally influence this characteristic parameter. Thus, throughput and screw speed influence
the residence time as well.



3 Network Architecture

3.1 Overview

The network architecture is the logical and structured layout of a network. It illustrates
infrastructure as well as connectivity between components. Figure 3.1 illustrates the network
architecture according to the SIPAT installation at the RCPE. It is a bus network in
which a set of network components are connected via a shared communication line. The
communication between the SIPAT components is based on Ethernet technology. One of the
network interfaces of the controller of the HME process is named Profinet, which is based

Figure 3.1: Network architecture of the Hot Melt Extrusion process with Simatic SIPAT.
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on Industrial Ethernet [19]. The other interface to the extrusion process is an Optical Fibre.
This is only introduced for convenience to have a defined interface which can be used in
further explanations. A bus network and digital/analog signals are used for data transmission
inside the HME process [15]. All the interfaces and communication principles mentioned are
described in section 3.4.

The main components are

• a Spectrometer PC as a collector station,

• an Industrial PC as a collector station,

• the Coperion PC with the operator monitor,

• a Hot Melt Extrusion process,

• a Server PC including the central database and the base station and

• the clients.

Detailed explanations of these components are given in the sections 3.2 to 3.3.3.

3.2 Schematic Circuit Diagram of the Hot Melt Extrusion Process

The HME contains a few different electromechanic components, as illustrated in Figure 3.2.
The brain of the process is the Simatic S7-300, a Programmable Logic Controller (PLC). A
PLC is used for automation in industries and machines and can be programmed easily for
certain tasks.

The PLC from Siemens has a Profinet, a Profibus (Process Field Bus) and a Multi Point
Interface (MPI). The Profinet interface is used to connect the PLC to the Industrial Ethernet
to enable the communication to the Industrial PC and to the Coperion Service Box. The
Profibus connects the Weight Feeder, the Frequency Converter Main Drive and the PLC.
Moreover the Main Drive, Processing Section and Die, Vacuum Unit, Heating/Cooling
Unit, and additionally, the Weight Feeder and the Frequency Converter Main Drive are
communicating with the PLC via digital and/or analog signals [15].

The NIR probe is integrated in the HME process and directly connected to the the Spectrom-
eter PC via an optical fibre.

3.3 Principles of SIPAT Components

Basically, various different SIPAT components establish the functionalities of SIPAT. Apart
from the SIPAT client, the major components are the base station, collector stations and the
central database. This section introduces these three components in respect to the SIPAT
installation at the RCPE.
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Figure 3.2: Schematic circuit diagram of the Hot Melt Extrusion process.

3.3.1 SIPAT Base Station

A base station focuses on unit operations, e.g. blending, tabletting, coating. It uses the
Ethernet interface to communicate with other stations, e.g. collector stations. Preconfigured
methods can only be executed on a base station and are assigned to a default base station.
The archiving of data and calculations based on the input are done by methods. Collectors
provide input data for methods, and user functions can write outputs to associated parameters
which have to be defined as OPC tags with writing permission [8].

SIPAT Services: Windows services are processes that carry out a particular function and
do not require a user intervention. The services can be started at boot time or manually and
may run in the background as long as Windows is running. Some SIPAT services depend on
other SIPAT services. Therefore, the starting sequence of services must be kept in the right
order. However, SIPAT Station, SIPAT Watchdog and SIPAT Database Logger Service have
to run on every station to enable basic SIPAT functionalities.

The following SIPAT services run on the base station at RCPE and are illustrated in
Figure 3.3:

• SIPAT Watchdog: A watchdog timer is used to monitor certain services. Due to some
faulty condition the watchdog timer can trigger an action to move the system into a
safety state. Consequently the watchdog service verifies the “health” of the running
SIPAT services.
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Figure 3.3: SIPAT services running on the base station. Main connections are denoted as the
actual transfer of data contrary to the monitoring connections

• SIPAT Workflow: The workflow service is responsible for the execution of a collector
intervention or a method workflow. Thus, the service has to be installed on the collector
station for an implemented collector intervention and on the base station if a method
uses the workflow functionality.

• SIPAT Station: This service runs methods, collectors and writes the data to the local
database. Furthermore, it reads values from an OPC server and distributes the data to
methods. This station has to be defined as a base station.

• SIPAT Database Logger: This service stores runtime data to the central database.

• SIPAT Calculations: The Calculation Service is needed to use the calculation engines:

– Umetrics Simca-Q 12.0.1 and

– Camo The Unscrambler 9.8.

• SIPAT Matlab: The Matlab Service is responsible for Mathworks Matlab (R2008b)
model calculations.

• SIPAT RITS: Basically, the SIPAT Runtime Information Service (RITS) is responsible
for getting the data from the central database [8, 20].
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Figure 3.4: Internal structure of the Industrial PC.

3.3.2 SIPAT Collector Stations

Collector Stations are responsible for collecting data from sensors, archiving the latest data
in a local database and providing data for methods running on a base station [8]. The
HME system consists of two collector stations. One collector station corresponds to the
spectrometer and the other one uses OPC technology to distribute data from different sensors
from various manufacturers to client PCs.

Spectrometer PC as Collector Station

The spectrometer is connected to the collector station and the Spectrometer PC represents
the combination of these two components into one single PC. Different spectrometers can
be integrated into SIPAT, as long as appropriate drivers exist. More details about the
communicatin between the spectrometer and SIPAT is given in section 3.4.5.

Industrial PC as Collector Station

The industrial PC contains the following components, as illustrated in Figure 3.4: (1) Simatic
WinCC, (2) Simatic NET OPC Server, (3) SIPAT Collector Station, (4) VNC Server and (7)
two different SQL databases. The communication of automation components which includes
amongst others, the PLC, PC and HMI, are summarised from Siemens by the concept of
Simatic NET. Simatic NET connects Siemens automation systems and systems from other
manufacturers. Hence the communication inside the Industrial PC and to the PLC is based
on Simatic NET.
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The SIPAT Collector Station block determines the running SIPAT services on this PC.
Simatic WinCC and the Simatic NET OPC Server are described in the next paragraph.
Database blocks are used for the archiving of runtime data. The Virtual Network Computing
(VNC) principle enables a platform independent remote control of other computers. After
establishing a connection from a VNC viewer to a VNC server, the viewer can remotely
control the computer which runs the VNC server. Thus, the industrial PC runs a VNC server
and the Coperion PC uses the VNC connection to realise operator access to the industrial
PC and display the WinCC Runtime engine on the operator screen.

Simatic WinCC: Simatic WinCC is a Supervisory Control and Data Acquisition (SCADA)
system that contains i.a. a Human-Machine Interface (HMI). SCADA generally refers to
industrial control systems which monitor and control manufacturing processes.

WinCC is written for the operating system Windows. Further significant characteristics
of WinCC are to archive measuring data, to detect and handle certain events as well as
to establish connections to external systems. WinCC runtime displays measurements and
process status messages on the operator screen. Hence the operator can monitor all the
process parameters in real-time [21]. The operator screen is shown in Figure 3.5.

WinCC archives runtime data in its own local database on a Microsoft SQL server. Historical
data can be retrieved by sending a query to the database and can be displayed in WinCC
Runtime.

Simatic NET OPC Server: OLE for process control (OPC) stands for Object Linking and
Embedding and specifies a standard for the communication of real-time process data between
the control devices and sensors from different manufacturers. The OPC server offers certain
tags for the OPC client. The client may retrieve data by accessing the associated tag. The
OPC server is specified by the OPC Data Access (OPC DA) specifications. It provides
specifications for real-time communications between data acquisition devices and HMIs or
databases. Therefore, OPC DA deals only with real-time data and not with historical
data [22].

SIPAT Services: Collector stations require only a few services in order to guarantee SIPAT
functionalities. The basic explanation of the following services was given in section 3.3.1:

• SIPAT Watchdog

• SIPAT Workflow

• SIPAT Database Logger

• SIPAT Station: This station has to be defined as a collector station.

• SIPAT OPC Writer: The OPC Writer Service is responsible for writing values on a
specified OPC tag.
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Figure 3.5: WinCC Runtime at the operator screen of the Hot Melt Extrusion process

3.3.3 SIPAT Central Database

The central database and the base station are executed on the Server PC. Microsoft SQL
Server is used as a relational model database server. Due to the overhead for storing data
from SIPAT to the database and the storing of spectra, the size limitation of the database
has to be large enough to avoid data loss.

The central database is the brain of the SIPAT system. Apart from the measured and
calculated data, most of the configurations of clients, collector stations, the base station, and
users are stored in the database. The SIPAT system cannot be used without the central
database.
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3.4 Communication and Interfaces

The interfaces such as ethernet, industrial ethernet, profibus, and optical fibre are presented
in this section. Furthermore, the communication between internal components of the extruder
and the Industrial PC, and within the Industrial PC are introduced.

3.4.1 Interfaces

Ethernet

Ethernet is a Local Area Network (LAN) technology and is used to connect workstations. It
can run over both optical fibre and twisted-pair cables and provides additional performance
and network intelligence for the communication system. The communication between clients,
collector stations, the base station, and the Microsoft SQL Server is based on Ethernet [21].

Industrial Ethernet

The industry organisations ported the traditional field bus architecture to Industrial Ethernet,
as the Ethernet standard is widely used and offers many advantages. Ethernet was expanded
to Industrial Ethernet from data communications between PCs to manufacturing control
networks. In the layers up to and including the network layer, the same protocols are used as
for Ethernet. From the transport layer to the application layer, the protocols for Industrial
Ethernet are appropriate field bus specifications [22, 23].

Profinet: Profinet is an open industrial Ethernet standard and is based on the Ether-
net TCP/IP standard [22]. It extends Profibus technology to establish fast reliable data
communication based on this standard and to fulfill industrial requirements [19].

Profibus

Profibus is a field bus communication standard for automation systems and is universally
applicable. It can be used for the communication between different devices without any
particular adjustments. Profibus is a multi master system and therefore enables shared
operations of multiple automation and visualisation systems with decentralised peripheral
devices using the same bus [24].

Optical Fibre

The optical fibre transmits light between the NIR probe and the spectrometer and therefore
functions as an optical waveguide. The main advantage of this set-up is the opportunity of
directly measuring in the product stream.
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Figure 3.6: OSI Model of the WinCC - PLC Communication.

3.4.2 Communication from Simatic WinCC to the PLC

Profinet is used as the interface at the PLC to the Industrial Ethernet. The industrial PC,
which executes the WinCC services and applications, has an Industrial Ethernet interface. The
communication between WinCC and the PLC is therefore based on Ethernet technology. The
Open System Interconnection model (OSI model) of the communication system is explained
in the next section.

OSI Model of the Communication between WinCC and the PLC

The Open System Interconnection model (OSI model) subdivides a communication system
into layers. It specifies protocols for every layer. There are seven layers where a lower layer
provides services for a upper layer.

The layer architecture is illustrated in Figure 3.6 with the following explanations:
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Physical Layer: This layer specifies the electrical and mechanical properties of the transmis-
sion medium. The Control and Communication Link Industrial Ethernet (CC-Link IE)
enables the communication between devices from numerous manufacturers.

Data Link Layer: The data link layer implements the protocol to transfer data between
adjacent network nodes. This layer uses the Media Access Control (MAC) data com-
munication sublayer which provides channel access and addressing mechanism. The
channel access mechanism is specified by the Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) protocol.

Network Layer: The Internet Protocol (IP) is responsible for the routing of packages.

Transport Layer: This layer provides an end-to-end error detection and correction. Trans-
mission Control Protocol (TCP) is used as the transport protocol to guarantee reliable
and ordered delivery of a stream of bytes from one network node to another one.
ISO-on-TCP is used to guarantee a packet oriented data transfer from ISO and routing
functionality from TCP/IP [25]. Thus, the communication is block oriented and not
stream oriented like TCP.

Session/Presentation/Application Layer: These layers are combined and specified by the
Siemens S7 protocol. It provides the applications with services to establish connections.

S7 Protocol S7 is a communication protocol developed by Siemens. It is based on Ethernet
communication and is used to communicate with the controller and the sensors. Simatic S7
and C7 controllers support S7 communication applications [26].

The usage of the S7 protocol based on the hardware and software set up has the following
advantages:

• Caused by the optimisation of the protocol for Simatic communications, the processor
and bus utilisation for transferring large amount of data is less.

• Does not depend on the bus medium. As a consequence, the S7 protocol can be used
for Industrial Ethernet, Profibus or MPI as high-level communication protocol.

• The S7 protocol is located at layer 7, the application layer; therefore, it is able to carry
out an acknowledgment of data packages.

3.4.3 Communication from Simatic WinCC to Simatic NET OPC Server

WinCC gets the measuring data in real-time and provides this data to the OPC Server.
Every measurement is linked to an OPC tag which can be accessed from an OPC client. The
mapping from the data in WinCC to the OPC tag is unidirectional. Therefore, in order to
write reference values on an appropriate input parameter, a certain tag associated to this
input parameter has to be defined. The configured OPC tags to enable monitoring sensor
data and manipulating input parameters are accessible by every OPC client and are listed in
section 3.6.
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Figure 3.7: Communication between OPC Server and the services of the collector station.

3.4.4 Communication from Simatic NET OPC Server to SIPAT Central
Database

Figure 3.1 and 3.2 illustrate that the Industrial PC with the OPC Server, the PLC, the
Coperion Operator PC and the Coperion Service Box are connected to the same subnet.
The Industrial PC is both connected to the subnet as well as to the RPCE network. As a
consequence, the Industrial PC has access to the base station. This connection is a requirement
for the SIPAT system, because the Industrial PC represents a collector station.

The SIPAT collector station (on the industrial PC) is basically an OPC client to be able
to communicate with the Simatic NET OPC Server. The station service is responsible for
reading from a defined OPC tag, whereas the OPC Writer service carries out the writing of
values on a specified OPC tag, as illustrated in Figure 3.7. The OPC technology would allow
to establish a connection from an OPC client running on another PC (e.g. base station) using
DCOM. This procedure should be avoided, because DCOM may cause some troubles (e.g.
firewall configurations, etc.). Since the collector station acting as a OPC client is located at
the Industrial PC, the communication between SIPAT and the Simatic OPC Server is based
on COM which excludes DCOM troubles.

The storing of data to the central database depends on the execution of a method on the base
station. A method is used to gather data from defined collectors, to perform basic calculations
or start advanced model calculations using external calculation engines. The industrial PC
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collector station is imported in a method as a Process Collector. Consequently, the transfer
of the data from the collector station to the central database is performed by SIPAT.

3.4.5 Communication from Spectrometer PC to SIPAT Central Database

SIPAT has its own collector interface for a number of different collectors. Hence, for the
Sentronic spectrometer a driver for the integration in SIPAT already exists. This collector
has to be imported in a SIPAT method as an Instrument Collector. One can either use the
SIPAT collector interface or the spectrometer software (SentroSuite) in order to access the
spectra from the spectrometer. The configuration of the spectrometer (e.g. definition of the
integration time, the number of spectra which are averaged, etc.) can be defined by the
software SentroSuite and is loaded from the SIPAT collector interface.

Another way to establish a communication between SIPAT and this spectrometer would be the
use of OPC technology with the advantage of avoiding the requirement of an appropriate driver.
Though the advantages of the collector interface are the easy import of the spectrometer in
SIPAT as a collector and to carry out the calibration of the spectrometer out of SIPAT.

3.5 System Functionalities and Data Flow Diagrams

The major functionalities of the system are to measure process parameters, to forward data
from the process to the central database, and to perform some actions in respect to the
data. The path of a data package from the actual sensor reading to the central database
is described by means of data flow diagrams. The described interfaces and communication
protocols, as explained in section 3.4, are used for the transfer of data packages. The data
flow independent of SIPAT components is treated in section 3.5.1 and the data flow with and
in the SIPAT system is explained in section 3.5.2. Moreover, this section covers the data
flow for the configuration of methods and the central database and the data flow during the
execution state of a method.

3.5.1 Data Flow Diagram of External Components

Figure 3.8 shows the data flow from the sensors to the interface of the SIPAT components.
In other words, this data flow diagram shows the part of the system which does not include a
SIPAT component but prepares the data for further processing using SIPAT functionalities.

There are two different data flows from the HME to the base station:

1. The NIR spectrometer to get information about the quality of the product, as described
in section 3.3.2. The data type of a spectra is multi-value [8].

2. The sensors for measuring scalars. The observable parameters are discussed in sec-
tion 3.6.

Details to the communication between each blocks are given in section 3.4.



Chapter 3. Network Architecture 35

3.5.2 Data Flow Diagram of SIPAT Components

This section is divided into a configuration part and an execution part. This means, the data
flow of the configuration is separated from the execution of a method. The main components
are the two collector stations, the client and the server PC including the central database
and the base station.

Method Configuration

In the HME system every client is assigned as PAT Administrator. Therefore, the configuration
of a method is done by a client, whereas the configuration of the SQL database server has to
be carried out on the Server PC without using SIPAT. Different collectors can be assigned
to one method, but a method belongs to only one base station. Among others, basic and
advanced calculations, model calculations using external software, runtime visualisations or
workflows can be configured from a client. These method specifications are stored in the
central database on the server PC. The same PC runs the SIPAT services of the base station.
The configuration data flow is depicted in Figure 3.9.

Figure 3.8: Data flow diagram from the sensors to the SIPAT interface.
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After the execution of a method, selected data is stored in the central database and can be
retrieved by sending a SQL query to the database. This data can be exported to a file, e.g.
Excel-file, or visualised by SIPAT. To conclude, method specifications and data selected by a
method are stored in the central database.

Method Execution

Figure 3.10 displays the data flow from and to SIPAT components. All the measurements can
be accessed by an OPC tag in SIPAT. Thus, a Process Collector, defined as an OPC Async
Collector, has to be used in a method to access the measurements. The spectrometer has to
be imported in SIPAT as an Instrument Collector [8].

After a successful method configuration, a client can create method instances on the base
station. The base station loads the dedicated method specifications from the central database
and waits for the client to press the start button before it executes the method. The method
runs on the base station and can use external software as calculation engines. The following
external model calculation tools can be employed:

• Mathworks Matlab R2008b

• Umetrics Simca-Q 12.0.1

• Camo The Unscrambler 9.8

Run-time data and results of calculations can be visualised in real-time. Hence, graphs are
adapting to the latest available data.

Figure 3.9: Data flow diagram for the configuration of SIPAT methods.
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Figure 3.10: Data flow diagram for method execution.

3.6 Closed Loop via SIPAT

The use case as discussed in the chapters 4 presupposes a connection from Matlab via SIPAT
to the process. This means, the use case requires a feedback connection via SIPAT to be able
to control the process, as illustrated in Figure 3.11. The system contains a block representing
WinCC Runtime, an internal controller, the HME process, SIPAT and the operator/user.
The operator working directly at the HME process uses WinCC to modify input parameters,
whereas the SIPAT user can manipulate the input parameters from every SIPAT Client PC.
The intervention of SIPAT into the established system is based on OPC technology and has to
be activated by a switch (in the same time it deactivates the control via WinCC Runtime).

Scalar and multi-value measurements (cf. Figure 3.11) can be merged to vectors depending on
their purpose and availability for SIPAT or WinCC. The input parameters r may be defined
as

r :=
[
rss
rc

]
... Input parameters, rx :=

[
rxp
rxc

]
... Configuration parameters,

rc :=


rt2
rt3
...
rt10
rf

 ... Controller input parameters, (3.1)
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where rxp and rxc denote general configuration parameters and the configuration parameters
for the proportional-integral-derivative (PID) controllers for the barrel temperatures as
illustrated in Figure 3.12. The inner control loop including the HME process and the internal
controller is separated into one control loop for the barrel temperatures and one for the
feed rate. The programmable logic controller (PLC) using PID controllers is responsible for
controlling the barrel temperatures and also forwards the reference feed rate value to the
feeder. The feedback connection for feed rate controlling is established within the feeder and
does not need external hardware or software (e.g. PLC). Furthermore, the feeder also uses a
PID controller.

The control variables for the barrel temperatures and the feed rate can be merged to

u :=
[
ut
uf

]
... control variables, ut :=


ut2
ut3
...

ut10

 ... barrel temperature control variables,

(3.2)

where the barrel temperature control variables ut can be measured and displayed in WinCC

Figure 3.11: Control loop via SIPAT.
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Figure 3.12: Inner controller for barrel temperatures and feed rate.

and SIPAT. The output parameters accessible for SIPAT are defined as

y :=


yr
yt
yf
ut

 ... parameters accessible for SIPAT,

yr :=


ymt
ymp
ymd
ys

 ... process and material output parameters,

yt :=


yt1
yt2
...

yt10

 ... barrel temperature output parameters. (3.3)

WinCC can access more parameters, such as the internal parameters yx (e.g. error messages),
denoted as

z :=
[
yx
y

]
... output parameters accessible for WinCC. (3.4)



4 Use Case: Enable Design of Experiments

The HME process is a multi-input multi-output (MIMO) system. Thus, the extrusion process
can be viewed as a 12 input x 16 output process. In order to develop a controller, it is desirable
to reduce the dimensionality of the system. System analysis can be applied to identify and
eliminate parameters with little or no correlation to product’s quality characteristics of
interest [17]. As a part of Quality by Design, an automatic DoE is applied on the HME
process for process and product characterisation. To conduct such experiments, a feedback
connection via SIPAT (Figure 4.1a) has to be established. Details about this procedure are
pointed out in section 3.6.

4.1 Introduction to DoE and the Use Case

Design of Experiments is the methodology to design (plan) and statistically evaluate ex-
periments. Therefore, a set of representative experiments is conducted in which all factors
under investigation are varied simultaneously and systematically. Based on Figure 4.1b,
this means the input factors x are varied while evaluating the responses y. The influential
variables (factors) and the range of these factors can be determined to optimise the response.

(a) Schematic illustration of the control loop via SIPAT. (b) Process with inputs x and one output
y.

Figure 4.1: Illustration of the control loop and an example of a process with three inputs and
one output.

40
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Figure 4.2: Development from the experimental design to the response surface.

Furthermore, the response variability should be minimised in order to improve process yield
and reduce development time and the overall costs.

The aim of DoE is to maximise the information content from experimental series (relationship
between inputs and outputs) while keeping the number of experiments low. As a consequence,
the information on the relationship between inputs and outputs are statistically significant
and effects of input variables on outputs are quantifiable.

Based on the dynamic DoE approach, the aim of this use case is to

1. increase knowledge of the target product profile and get a product of intended quality
(determination of a Design Space).

2. optimise process trajectories, e.g. from one formulation to another.

4.1.1 Determination of Design Space

Experiments have to be designed and afterwards performed to increase the knowledge of the
TPP. Initially, the experimental objectives (i.e. purpose of the experiment), the variables
(input factors) and the critical quality attributes as responses have to be defined. The input
variables are varied simultaneously and in a systematic way. Thus, the experimental design
as part of QbD contains the following steps:

1. Choose an experimental design (e.g. full factorial, fractional, d-optimal).

2. Conduct randomised experiments.

3. Analyse the data.

4. Create a multidimensional surface model.

Figure 4.2 illustrates the development from the experimental design to the response surface
used for process understanding. Based on prior knowledge, the knowledge space represent
the minimum and maximum values of the input factors in their experimentally investigated
range. The knowledge space might contain regions producing unacceptable product quality.
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(a) Step response including characteristic parameters.
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(b) Trajectories from DS A to DS B.

Figure 4.3: Show a step response and trajectories concerning the use case.

Thus, an experimental design approach (in Figure 4.2 the full factorial design is used) has to
be applied to determine the design space (DS). For example using the full factorial design:
two levels per factor and one central point (red marked points) would be reached during
the experiments to get detailed information on factors and interactions. This central point
is defined as a standard reference experiment and new experiments are distributed in a
symmetrical fashion. It requires relatively few runs per investigated factor and is the basis for
all classical experimental designs. At a later stage of the experimental process, the central
point may be determined by the already performed screening experiments and can be used
for optimisation experiments [27, 28].

The response surface obtained from a regression model links the factor and the responses
together and enables model interpretation, i.e. quality of fit/prediction. The model can be
used to predict the best operating point for this set-up (screw configuration, formulation).
However, investigation of the response surface plot results in a classification of high and low
product quality regions. The high product quality region determines the design space based
on these experiments. The design space specifies the multidimensional combination of input
factors (e.g. screw speed, feed rate) that have been demonstrated to provide assurance of
quality [27, 28, 29].

To sum up, the design space is defined out of the knowledge space after response surface
modeling and performing a dynamic DoE. This procedure has to be performed for every new
formulation and/or new screw configuration.
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4.1.2 Trajectory Optimisation

The resulting design space using an experimental design approach as demonstrated in the
previous section corresponds to only one specific formulation. Thus, various formulations
result in different design spaces within the knowledge space. Adapting the manufacturing
process from one product to another means manipulating the input parameters in order to
approach the design space according to the new formulation. This trajectory can be optimised
in respect to

• decrease the settling time, rise time, delay time, and/or overshoot (cf. Figure 4.3a),

• stabilise the process faster,

• increase the performance,

• reduce loss of product,

• decrease energy demand.

Comparing the trajectories (e.g. rise time, settling time) enables the estimation of an optimal
trajectory. To optimise the result, the screening experiments can be used to define further
experiments by inserting new IP(s).

Moreover, optimising trajectories also includes optimising the start-up of the process and
finding the optimal order of product manufacture (e.g. starting with formulation B is better
than with formulation A). To optimise the manufacture order, the experiments start at DS B,
continue via IP(s) (e.g. using the optimal IPs obtained from previous experiments) and finally
reach the DS A. Therefore, the experiments with the same IP(s), but different starting DSs
have to be compared and will deliver the optimal order. Furthermore, optimising the start-up
can be carried out by starting at the rest position of the process and then by approaching
the desired DS via different IP(s).

4.2 Implementation

This use case involves Matlab, SIPAT, the HME process, and may also include Simca-Q.
Figure 4.4 shows the basic procedure in order to manipulate the input feed rate. This can
be easily adapted to another input parameter or expanded to multiple input parameters.
The input sequences which determines the knowledge space for several input parameters
might be stored in a MAT-file. Basically SIPAT calls a Matlab function which delivers the
current samples. Moreover, SIPAT distributes the input samples to the appropriate OPC
tags. In order to investigate the influence of input parameters on the product quality, the
observed spectrum has to be intepreted as a concentration. This is performed in real-time by
Simca-Q; the principle of the prediction of a concentration is discussed in section 2.2.3. After
a successful experiment, the observed data can be analysed off-line e.g. in Matlab, where
both input sequences and measurements including the predicted concentration are available
time-aligned.
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Figure 4.4: Basic procedure of an automatic DoE manipulating the input feed rate and
observing the spectra.

The data flow diagram in Figure 4.5 shows the interactions of SIPAT, the NIR spectrometer,
the Instrual PC, Simca-Q, the Client, and the process itself. The spectrometer PC delivers
multi-value measurements (spectra), whereas the Industrial PC provides SIPAT via an OPC
server scalar measurements (e.g. screw speed, barrel temperatures, feed rate). The base
station executes methods and thereby it carries out the DoE method. An external PC (e.g.
client) as Matlab SIPAT PC or the base station (a prerequisite is the execution of the SIPAT
Matlab Service) is used for the execution of the Matlab scripts.

Determination of Design Space: Matlab via SIPAT is used to execute the automatic DoE.
The Matlab script (DoE Matlab script) contains the data points and an execution schedule. A
worksheet defines the execution schedule of the different experiments, e.g. lists all experiments
in a structured way and then chooses a random run order. The generation of the input
sequences has to be carried out off-line.

Trajectory Optimisation: Based on the automatic DoE approach new experiments are
attached to the worksheet. As illustrated in Figure 4.3b, intermediate points (IPs) are
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Figure 4.5: Data flow diagram for the DoE use case.

inserted to specify appropriate trajectories. Experiments are performed by starting from DS
A via various IP(s) (e.g. IP 1 and IP 2) to the final DS B. All measurements are recorded by
the DoE method and can be accessed from the SIPAT database for off-line analysing in order
to optimise the trajectories.



5 Use Case: Modelling the HME Process

This chapter examines the identification of the HME process using SIPAT and Matlab. The
first section introduces the identified model; section 5.3 presents the results of preliminary
experiments and deals with the planning of the second stage experiments and gives an
introduction to the modelling procedure. The system identification results are presented in
section 5.4; in the last section the estimated model is used as basis for the development of a
M-step ahead predictor.

5.1 Introduction to the Use Case

The identification of a linear time-invariant system is the basis for the development of a
predictor or controller for this complex process. As shown in Figure 5.1a, the black box model
(process model) containing the HME process and the internal controller (Figure 3.12) from m
inputs r to n outputs y can be described by equation 5.1.

Y(z) = H(z)R(z) (5.1)

Taking the Z-transform of the input r and the output signal y yields to R(z) and Y(z). The
system is a MIMO system and therefore the m x n discrete-time transfer function matrix H(z)
(Figure 5.1b) contains a transfer function from every input to every output. Its (k, j)-element,
Hk,j(z), describes how the input rj influences the output yk. Only varying the input rj and
observing the output yk results in a single-input single-output (SISO) system with the transfer
function Hk,j(z) [30]. As mentioned in chapter 4, the dimensionality of the system has to

(a) The process model containing the internal controller and
the HME process.

(b) The transfer function matrix H(z)
representing the process model.

Figure 5.1: Modelling of the HME process.

46
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Figure 5.2: Simplification of the HME process.

Figure 5.3: The process model contains the internal controller of the feeder, the HME process
and the chemometric model.

be reduced. This results in a reduction of the size of the matrix H(z) and so fewer transfer
functions have to be estimated.

This chapter deals with the identification of a SISO system, i.e. the process model is simplified
from m inputs and n outputs to one input and one output. The input is chosen as the feed
rate of the feeder containing the API, and the output is the measured API concentration. For
this model the API concentration in the extrudate located at the die is denoted as measured,
but it cannot be measured directly. As discussed in section 3.3.2, the spectrum can be
measured and has to be converted into an API concentration. This mapping is carried out
by an appropriate model, namely the chemometric model as depicted in Figure 5.2 (more
details are given in section 5.2.1). As a consequence, the identification of the process model
presupposes an accurate chemometric model.

The process model contains the internal controller of the feeder, the HME process and the
chemometric model and therefore, it is a model from the reference feed rate rf to the API
concentration yc, as illustrated in Figure 5.3.
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Obtaining good experimental results imposes several conditions and data fulfilling the pre-
requisites of the identification methods. The choice of the input signal relies on the criteria
of sufficient excitation for determination of the spectral range of validity. Therefore, the
excitation signal is of great importance for the outcome of the identification and is discussed
in more detail in section 5.3.2 [31]. This excitation signal can be generated in Matlab and
directly applied to the process via SIPAT.

The aims of modelling the HME process are:

• The knowledge of the feeding process and the impact of disturbances on the final
product quality can be increased.

• This model could act as a basis for the control of the feed rate to get a product of
intended quality.

• The implementation of a M-step ahead predictor presupposes a accurate process model.

5.2 Introduction to the Models

This section introduces the required models. Firstly, properties of the chemometric model are
described and an identification method to develop an accure model is examined. Secondly,
various different types of process models are presented. We start with the ARMAX model,
followed by the Box-Jenkins model, and finally a state-space model are introduced.

5.2.1 Chemometric Model

The general purpose of the chemometric model is to extract necessary information of the
observed spectrum to be able to predict the API concentration. Thus, the model has to be
calibrated in respect to the output data set, the known API concentrations, and the input
data set, the observed spectra. This procedure is called the calibration or identification stage
and is illustrated in Figure 5.4a.

The model calibration could be carried out by applying split feeding or using various predefined
premix to be able to vary the API concentration. The accuracy of the model is highly correlated
to a well defined experimental setup. This implies a well adapted location of the Dynisco
probe (more details are given in section 2.2.3) and in particular for split feeder; a robust and
adjusted mechanical construction of the feeders guarantees reproducible results (more details
are presented in section 3.3.2).

Identification Stage

The trainings data matrix ΦCM contains N data points with a scalar as input data and
an m-dimensional vector as output data associated to one data point. The spectrometer
delivers a spectrum in the wavelength range from 1100nm to 2200nm and a resolution of



Chapter 5. Use Case: Modelling the HME Process 49

2nm. Consequently, the output data is a vector with 551 elements (m = 551) and therefore,
the trainings data matrix can be written as

ΦCM =


yc1 ys1

yc2 ys2
...

...
ycN ysN

 ysi =


yI1100

yI1102
...

yI2200

 with i = 1, . . . , N (5.2)

with e.g. the measured intensity yI1100 at a wavelength of 1100nm.

Apparently, one spectrum contains m highly correlated variables and the significant informa-
tion could be represent by nPC independent variables. The concept of Principal Component
Analysis (PCA) applied on the observed data extracts the essential information. This method
is based on the calculation of the eigenvectors, also called principal components, of the
observed spectra. An appropriate selection of the principal components is used to describe a
spectrum. However, PCA can be used to analyse the data set and is the basis of the Partial
Least Square Regression (PLS-R) model. Amongst other, the following advantages of applying
PLS-R instead of e.g. Multiple Linear Regression (MLR) can be given:

• The input variables can be highly correlated.

• There may be more input variables than measurements.

These advantages are very significant when using spectra to predict a scalar quality parameter,
e.g. the API concentration. The PLS algorithm utilises the PCA approach to find fundamental
relations between the input and output data set [6, 32]. Therefore, latent variables model
the covariance structure of the trainings data set ΦCM. The PLS-R model is depicted in
equation 5.3.

yk = b0 + b1x1k + b2x2k + · · ·+ bnPCxnPCk + ek (5.3)

The scores x1k to xnPCk are obtained by projecting the k input data (spectrum) on the latent
variables and the model error is denoted as ek.

Prediction Stage

After a successful model calibration, the model can be used for predictions of unknown
chemical compositions considering the same materials as used in the identification stage. The
PLS model, as denoted in equation 5.3, is used to calculate the unknown API concentration.

To sum up, the chemometric model represents the model from the measured spectrum ys to
the API concentration yc and thus, the model converts the spectrum to a concentration, as
depicted in Figure 5.4b.
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5.2.2 Process Model

The process model, as defined in the introduction of this chapter includes the HME process,
the chemometric model and the K-Tron gravimetric feeder with its internal controller, which
is responsible for minimising the error between the reference feed rate rf and the measured
feed rate yf . Thus, modelling the process implies some challenges:

• Feeder is very inaccurate for small feed rates (e.g. 0.1 kg/h).

• A mathematical description of the HME process is very complex and contains nonlinear
parameters.

• The development of the process model highly depends on the chemometric model.

Basically, high frequency perturbations of the feed rate are dampen out by the backmixing
ability of the extruder, whereas low frequency disturbances influence the final product
quality [33]. The HME process dynamics are nonlinear in respect to the API concentration.
E.g. paracetamol (API) is incorporated into calcium stearate (matrix): the presence of
paracetamol increases the viscosity of the extrudate and results in a nonlinear behaviour
depending on the API concentration [34]. Moreover, as described in section 2.2.3, the residence
time distribution depends on the applied kneading elements. Thus, to achieve a final TPP
at least a few kneading elements have to be applied resulting in a broader residence time
distribution and consequently the process time delay (residence time) varies. However, the
identification procedure has to consider these challenges.

(a) Identification stage with spectra and the reference
concentration as input.

(b) Prediction stage with spectrum as input and the
concentration as output.

Figure 5.4: Identification and prediction stage of the chemometric model.

(a) Identification stage with the feed rate and the reference
concentration as input.

(b) Prediction stage with the feed rate as input
and the concentration as output.

Figure 5.5: Identification and prediction stage of the process model
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The process model from the input feed rate rf to the API concentration yc can be described
by different kind of models. In the identification stage, an ARMAX and a Box-Jenkins
model derived as discrete-time transfer functions and a model in discrete-time state-space
representation using a subspace-based identification procedure are described.

Identification Stage

For the process model identification the trainings data set ΦPM is composed by the input
reference feed rate and the API concentration obtained from the chemometric model. The
SISO model (one input and one output) is illustrated in Figure 5.5a and the training set can
be described as

ΦPM =


rf1 yc1

rf2 yc2
...

...
rfN ycN

 . (5.4)

ARMAX Model: Linear models for general purpose representing signals and noise are often
modeled by means of autoregressive moving average models with external input (ARMAX).
Describing the model error as a moving average of white noise adds flexibility to model
disturbances influencing the process. The ARMAX model is given by

yk =− a1yk−1 − a2yk−2 − · · · − anAyk−nA+
b0rk−d + b1rk−d−1 + b2rk−d−2 + · · ·+ +bnBrk−d−nB+
wk + c1wk−1 + c2wk−2 + · · ·+ +cnCwk−nC , (5.5)

where wk is a stochastic white noise process with a variance σ2
w and the following properties:

E{wk} = 0
E{wiwTj } = δijσ

2
w (5.6)

with E{· } and δij respectively are the mathematical expectation operator and the Dirac
function. Equation 5.5 can be rewritten in the following form

A(z−1)yk = z−dB(z−1)rk + C(z−1)wk (5.7)

with the polynomials A(z−1), B(z−1) and C(z−1) defined as

A(z−1) = 1 + a1z
−1 + a2z

−1 + · · ·+ anAz
−nA (5.8)

B(z−1) = b0 + b1z
−1 + b2z

−1 + · · ·+ bnBz
−nB (5.9)

C(z−1) = 1 + c1z
−1 + c2z

−1 + · · ·+ cnCz
−nC . (5.10)
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Moreover, the ARMAX model involves a dynamic model G(z−1) and a disturbance model
H(z−1) which can be extracted from equation 5.7 in the following way

yk = z−d
B(z−1)
A(z−1) rk + C(z−1)

A(z−1)wk (5.11)

yk = z−dG(z−1)rk +H(z−1)wk . (5.12)

Figure 5.6a gives a graphical representation of the ARMAX model in respect to the equa-
tions 5.11 and 5.12. One limitation of the ARMAX model is the property of having the
same poles in the dynamic model and the disturbance model. This means for dominating
disturbances acting early in the process (e.g. feeder variations) the ARMAX model is useful,
whereas for disturbances entering late in the process (e.g. measurement noise) this model
structure is limited.

Fitting the input-output data by the ARMAX model results in an identification of the
following unknown parameters

θ =
[
a1 a2 · · · anA b0 b1 · · · bnB c1 c2 · · · cnC

]T
. (5.13)

Consequently the calculation of the new output can be written as

ŷk = φT
k θ̂ , (5.14)

with the estimated parameter vector θ̂ and the regressor vector defined as

φk =
[
−yk−1 . . . −yk−nA rk−d . . . rk−d−nB wk−1 . . . wk−nC

]T
. (5.15)

This parameter identification can be carried out by Matlab predefining the process time delay
d and the orders nA, nB and nC of the polynomials A(z−1), B(z−1) and C(z−1), respectively.
Basically a loss function V is minimised to obtain the unknown parameters. Assuming the
noise wk have a Gaussian or normal distribution

fw(x) = 1√
2πσ2

w

e
− x2

2σ2
w , (5.16)

where x is a random variable and the variance and mean are defined in equation 5.6. Therefore,
the loss function V can be expressed as

V (θ̂) = 1
2

N∑
k=1

(yk − ŷk) = 1
2

N∑
k=1

(
yk − φT

k θ̂
)

(5.17)

An iterative procedure such as Newton-Raphson can be used to estimate the parameters.
Additionally the identification of the parameters θ provides an estimate of the variance

σ̂2
w = 2

N
V (θ̂) . (5.18)
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(a) ARMAX Model (b) Box-Jenkins Model

Figure 5.6: Comparison of the ARMAX and Box-Jenkins model.

Box-Jenkins Model: This type of model is similar to an ARMAX model, but offers more
flexibility to model disturbances interfering the process model output. The structure of the
Box-Jenkins can be expressed as

yk = z−d
B(z−1)
F (z−1)rk + C(z−1)

D(z−1)wk (5.19)

with the same stochastic white-noise properties as denoted in equation 5.6 and the polynomials
B(z−1) and C(z−1) as defined in equations 5.9, 5.10 and D(z−1), F (z−1) denoted as

D(z−1) = 1 + d1z
−1 + d2z

−1 + · · ·+ dnAz
−nD (5.20)

F (z−1) = 1 + f1z
−1 + f2z

−1 + · · ·+ fnCz
−nF . (5.21)

The Box-Jenkins model is an extension of the ARMAX model and also describes an dynamic
model G(z−1) and a disturbance model H(z−1) written in equation 5.23 and represented in
Figure 5.6b.

yk = z−d
B(z−1)
F (z−1)rk + C(z−1)

D(z−1)wk (5.22)

yk = z−dG(z−1)rk +H(z−1)wk . (5.23)

The identification of a Box-Jenkins model is more complex than of an ARMAX model, since
more unknown parameters have to be estimated.

θ =
[
f1 f2 · · · fnF b0 b1 · · · bnB c1 c2 · · · cnC d1 d2 · · · dnD

]T
(5.24)

The Box-Jenkins model can be identified using Matlab by predefining the process time delay
d and the orders nF , nB, nC and nD. The algorithm to obtain the unknown parameters
is similar to the approach used for the identification of an ARMAX model. Moreover, the
variance σ2

w of the white noise process can also be estimated.
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Figure 5.7: Identification of the state-space model.

State-space model Identification: This identification procedure directly estimates the
matrices of a state-space realisation. Due to the influence of disturbances on the process and
also on the output (measurement noise), an state-space model in the form of the system 5.25
has to be estimated. Figure 5.7 illustrates the state-space model identification problem.

xk+1 = Φxk + Γrk + Nwk

yk = Cxk + Drk + vk (5.25)

The zero-mean white noise sequence has to be statistically independent from the input uk
and is given by the covariance matrix

E
{[

wi
vi

] [
wTj vTj

]}
=
[
R1 R12
RT12 R2

]
δij . (5.26)

The identification procedure requires that the pair
(

Φ
[

Γ R
1
2
1

] )
is controllable and

the pair
(

C
Φ

)
is observable [35]. Controllability and observability describe the influence of

inputs on the states of the system and how they show up in the output. Thus, if all states are
controllable, the system is said to be controllable. The theorem of controllability as defined
in [30] can be adapted to this system as follows:

The controllable states of the system 5.25 form a linear subspace, viz, the range of the matrix
(the controllability matrix)

S
(
Φ,Γ′

)
=
[

Γ′ ΦΓ′ Φ2Γ′ . . . Φn−1Γ′
]
with Γ′ =

[
Γ R

1
2
1

]
(5.27)

where n is the order of the system. The system is thus controllable if and only if S has full
rank.

Moreover, the observability definition can be adjusted from [30]:

The unobservable states constitute a linear subspace, viz, the null space of the matrix (the
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observability matrix)

O (Φ,C) =


C

CΦ
...

CΦn−1

 . (5.28)

The system is thus observable if and only if O has full rank.

Matlab is used to identify the state-space model based on a subspace-based identification algo-
rithm. The order n of the system has to be chosen to get the quadruple

[
Φ Γ C D

]
[35].

This algorithm also computes the vector N for the disturbance model.

Prediction Stage

The model maps the input feed rate to a concentration considering process dynamics and the
process time delay. Depending on the used algorithm to derive a discrete-time transfer function
estimate or a discrete-time state-space realisation, the model can be used for simulation or
prediction. A graphical representation of the prediction stage is given in Figure 5.5b.

5.3 Experiments

Some information is required to plan good, precise and successful experiments and therefore
it is necessary to make iterated experiments. Initially, first stage experiments as discussed
in section 5.3.1 are performed wich are followed by second stage experiments. Section 5.3.2
presents requirements on the excitation signal and introduces a certain input sequence.

5.3.1 First Stage Experiments

First, the purpose of the model has to be clarified. Second, the design of an identification
procedure which also includes the choice of the manipulated variables and when and where
which signals are measured.

The initial requirement of this model is to increase the process knowledge. In further sections,
the model is also used for simulation and prediction and therefore the identification procedure
was reperformed. Due to the limited variables accessible for SIPAT, the input feed rate is
chosen as the manipulated variable. Furthermore, this variable directly influences the API
concentration in the extrudate.

Moreover, SIPAT is used as the computer-based data acquisition system. Here a certain
sampling period and an aggregation function can be configured. The aggregation function is
carried out by SIPAT to enable time-alignment of all measured input variables from various
collector stations. To avoid loss of information regarding this aggregation function, the
sampling period should be larger than the largest of the collector stations (extruder and
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spectrometer). The spectrometer can deliver the measurements within 2 and 3 seconds,
whereas the extruder provides the data faster. Furthermore, the sampling rate should be a
trade-off between noise reduction and relevance for the dynamics [31, 36]. Consequently, the
sampling period is chosen as 5 seconds.

In the following section an investigation and interpretation of the input/output relation are
carried out. For all experiments the throughput of the extruder was chosen as 0.6 kg/h, which
turned out to be a good choice for split feeding experiments. Calcium stearate (CaSt) is used
as a matrix that is generally used as a lubricant in tablets and capsules. The API, paracetamol,
incorporated in CaSt by the HME process successfully prepares the extrudate for a hot-strand
cutter with two rotating knives as downstreaming process [34]. Previous experiments with this
set-up enable basic understanding of the process and its configuration, but deeper knowledge,
e.g. residence time, time constants, etc., is missing. Thus, the identification of the HME
process in respect to a certain formulation is crucial to guarantee a final TPP.

Basically the first stage experiments involve simple experiments such as

• Step responses of available inputs (e.g. feed rate).

• Step disturbances (e.g. external influence of the feeder).

Here, the focus is on a basic qualitative understanding of the system and investigation of the
causal relations between inputs and outputs. Furthermore, the process time delay, dominating
time constants and, coherence spectrum can be evaluated.

Analysing the Step Response

Various steps were performed while keeping a constant throughput. An increasing of the feed
rate of the API feeder implicates decreasing the feed rate of the matrix feeder. Figure 5.8
illustrates the input feed rate and the API concentration as a function of the relative time.

By visually investigating the step responses, one may conclude:

• There is a process time delay.

• Settling time (including process time delay and rise time) is approximately 900 seconds.

• The process response is in a range of the input feed rate from 0 and 0.36 linear and
thus a linear time-invariant model could be valid in this range.

• Due to the noisy process the process model has to include a disturbance model.
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Figure 5.8: Input feed rate and the corresponding measured API concentration.

Process Time Delay: The correlation between the input feed rate and the API concentration
provides an estimated process time delay (marked in Figure 5.9b). Considering the cross-
covariance function

Ĉrfyc(τ) = 1
N − τ

N∑
k=τ+1

rkyfk−τ , (5.29)

the cross-correlation function is defined as

rrfyc = 1
Ĉrfyc(0)

[
Ĉrfyc(1) . . . Ĉrfyc(m)

]T
. (5.30)

Figure 5.9b illustrates the cross-correlation function rrfyc selecting m as 100. The maximum
of 46 belongs to the process time delay. With a sampling period of 5 seconds this results in a
process time delay of 230 seconds.

Coherence Spectrum Analysis: The coherence spectrum expresses the degree of linear
correlation in the frequency domain between input rf and the output yc. The real API
concentration zck is corrupted by a variable vk and results in the observed API concentration
expressed as

yck = zck + vk = gk∗rfk + vk , (5.31)

where gk∗rfk denotes the discrete convolution between the impulse response gk and the input
feed rate rfk . The hidden API concentration zck and the noise vk are not available to measure
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(a) Correlation Analysis (b) Input feed rate and API concentration as a func-
tion of time.

Figure 5.9: Analysing the process time delay.

and therefore the quadratic coherence spectrum between the input feed rate and the API
concentration can be defined as the ratio

γ2
rfyc

(ω) =
|Srfyc(jω)|2

Srf rf (jω)Sycyc(jω) , (5.32)

with the power cross spectrum Srfyc(jω), the input autospectrum Srf rf (jω), and the output au-
tospectrum Sycyc(jω). The quadratic coherence always takes a value between 0 ≤ γ2

rfyc
(ω) ≤ 1.

Rewriting equation 5.32 and substituting the cross power spectrum and the output autospec-
trum in respect to the linear input/output relationship (5.31) emphasises the properties of
the coherence spectrum as derived in equation 5.33.

γ2
rfyc

(ω) =
|Srfyc(jω)|2

Srf rfSycyc(jω) =
|G(jω)|2Srf rf (jω)2

Srf rf (jω)
(
|G(jω)|2Srf rf (jω) + Svv(jω)

)
= 1

1 + Svv(jω)
Srf rf (jω)|G(jω)|2

(5.33)

Applying the discrete Fourier transform (DFT) on the impulse response hk results in the
transfer function G(jω), and the noise autospectrum is denoted as Svv(jω) [37].

One can conclude from equation 5.33 that a value close to one indicates a low noise level
(Svv � Srf rf ) and there is a linear response between input and output of the type 5.31 [31, 36].
The coherence analysis can be used to get information about:

• nonlinearities,

• disturbance magnitudes,
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Figure 5.10: Coherence spectrum analysis to determine spectral properties of the data.

• spectral properties (e.g. periodic disturbances),

• the frequency range of such a linear model would be valid.

Based on the theoretical discussion and the coherence spectrum derived from the experimental
data (Figure 5.10), the following conclusions can be drawn:

• The frequency range is limited by the process time delay: A time delay of 230 seconds
results in a maximum frequency of 0.004 Hz (blue area).

• Up to approximately 0.003 Hz (red area): the noise level is low and a linear model
could be valid in this range.

5.3.2 Planning of Second Stage Experiments and the Modelling Procedure

The first stage experiments provide basic information about the process in order to plan
continued experiments. The process has to be systematically investigated. Figure 5.11 shows
the iterative identification procedure which has a natural flow:

1. Collect data

2. Choose a model set

3. Pick the best model in the set. The model may be insufficient because of:

• The model order was not appropriate.

• The data set was not informative enough.
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Figure 5.11: Iterative identification procedure.

• The validation criterion was not well chosen.

• The numerical procedure failed to find the best model.

Addressing these problems leads to an iterative procedure. Careful experiment design, yielding
data with good information is the basis of a successful identification application. The input
sequence has an substantial influence on the observed data. The freedom of the input choice
is limited by the process [31, 36].

Training Set

In this section the requirements on the input sequence or training set are presented. In
addition, an appropriate training set is chosen and analysed.

Training Set Requirements: The training set should cover the necessary ranges of the
phenomena and interactions involved. Variations in the measurement conditions should
be covered, in order to identify a robust model. Furthermore, the choice of the input for
model-based methods relies on criteria of sufficient excitation for determination of the spectral
range of validity, i.e. the input should contain a sufficient number of distinct frequencies.
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(a) PRBS as reference feed rate. (b) Emphasise the PRBS minimal length.

Figure 5.12: Introduction to PRBS as excitation signal.

Therefore, the properties of the estimate only depend on the input spectrum and not on the
waveform of the input. Furthermore, on the one hand the amplitude should be large enough
to ensure a good SNR, but on the other hand the input has a limited amplitude [31, 36].

Choice of a Training Set: A pseudo random binary sequence (PRBS), as illustrated in
Figure 5.12a, fulfills the requirements on the training set for the HME process. The PRBS
is specified by its minimal length (Figure 5.12b), which can be chosen by the user with the
following limitations:

• the process time delay and

• the process time constants.

Spectral Analysis of the Training Set: Figure 5.13 illustrates the spectrum of white noise, a
PRBS as input feed rate and the input feed rate signal used in a first stage experiment. White
noise would be the best choice to cover a wide frequency range, but it has not a specified
signal amplitude. The frequency range of the input is limited by the process time delay. In
comparison to the feeder reference signal used in the first stage experiments (various input
steps) the PRBS covers a larger frequency range and, therefore, PRBS as input sequence
provides more information about the system.
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Figure 5.13: Spectral analysis of various different input sequences (white noise, PRBS and
step changes).

Model Validation

The concept of model validation verifies that the identified models qualify for the intended
purpose. Usually the major objective is to obtain a model with least possible complexity
while fulfilling the required model accuracy. On the one hand, the order of an model has to be
validated considering the purpose of the model and on the other hand various types of models
have to be compared in respect to suitable validation criteria. As statistical decision criteria
the Akaike Final Prediction Error (FPE), percentage Variance-Accounted-For (VAF), and
residual analysis are applied to choose an appropriate model order and to compare different
types of models.
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Akaike Final Prediction Error (FPE): Generally, the prediction error is expected to decrease
as the number of parameters increase. This is caused by the fact that the prediction error is
calculated for the same data set as used for the identification. An overparameterised model
might give poor predictions on a new data set. Thus, a large number of parameters tends to
overfitting; this is why a penalty term is introduced by modifying the loss function 5.17. The
FPE is defined by the following equation:

FPE(p) = σ̂2
w

(
1 + p

N

)
, (5.34)

where p is the number of estimated parameters and N is the number of observations (cf.
trainings data set ΦPM in equation 5.4). The variable p is equal to the length of the unknown
parameter vector θ as denoted in equation 5.13 for the ARMAX model and in equation 5.24
for the Box-Jenkins model. The estimated variance σ̂2

w can be derived by equation 5.18.
Regarding the FPE criterion, the model with the minum FPE should be chosen [31, 36].

p̂ = arg min FPE(p) (5.35)

Variance-Accounted-For (VAF): The VAF gives a measure of the correctness of a model.
It compares the estimated output Ŷ with the output data Y.

Y =


y1
y2
...
yN

 Ŷ =


ŷ1
ŷ2
...
ŷN

 (5.36)

The calculation of the VAF is expressed in equation 5.37.

τvaf =
(

1− (Y − Ŷ)T (Y − Ŷ)
YTY

)
100 (5.37)

Thus, a perfect match of the estimated output and the observation results in a τvaf of 100%,
whereas any mismatch will decrease this value [31].

Residual Analysis: The part of the data the model could not reproduce are the residuals,
as denoted in 5.38 according to equation 5.14.

εk = yk − ŷk = yk − φT
k θ̂ (5.38)

The residual sequence should be structureless and uncorrelated with any other variable
including inputs and outputs. Therefore, to extract this information from the residuals, an
autocorrelation and cross-correlation test are performed. The autocovariance function of
residuals is defined as

Ĉεε(τ) = 1
N − τ

N∑
k=τ+1

εkεk−τ . (5.39)
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The vector of residuals autocorrelation can be calculated by

rεε = 1
Ĉεε(0)

[
Ĉεε(1) . . . Ĉεε(m)

]T
, (5.40)

where m specifies the time window in samples (lags) of which residual analysis should be
investigated. Moreover, testing the independence of the residuals ε and the input r is based
on the cross-covariance function

Ĉrε(τ) = 1
N − τ

N∑
k=τ+1

εkrk−τ . (5.41)

Thus, the cross-correlation vector can be denoted as

rrε = 1
Ĉrε(0)

[
Ĉrε(1) . . . Ĉrε(m)

]T
. (5.42)

5.4 System Identification Results

This section presents the results of the identification of the chemometric and the process model.
The process model identification compares three different types of model structures; (1) the
ARMAX model, (2) a Box-Jenkins model and (3) a state-space model. The selection of an
appropriate model order was carried out by comparing the AIC, the percentage VAF, and the
results of residual analysis as discussed in section 5.3.2. The available data for identification
and validation is depicted in Figure 5.8. The second part from ~1300 to ~2800 seconds was
used as trainings data, whereas the validation data contains the entire sequence.

5.4.1 Chemometric Model

Figure 5.14a illustrates the raw spectra of the stationary process of various different amplitudes.
Thus, only the spectra are used as trainings data when the process is in steady-state.
The spectra are grouped according to the predefined API concentration, as illustrated in
Figure 5.14b. This figure shows the score of the latent variable 2 against the latent variable 1.
These scores are calculated based on the pretreated data set and in the further procedure three
latent variables were used. A Savitzky-Golay filter enabled both smoothing and derivative
calculation. Thus, the filter removes the baseline offset between spectra, and differences in
baseline slopes between spectra, before the PLS algorithm is started [6, 32].

The predictions of the chemometric model are illustrated in Figure 5.8. The Root Mean
Square Error (RMSE) using the trainings data as validation data is 1.3611 and the R2 is
0.995.
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(a) Raw spectrum. (b) Scores of the latent variable 2 vs. latent variable
1.

Figure 5.14: Input spectra and result of the chemometric model.

5.4.2 ARMAX Model

The ARMAX model has the structure as denoted in equation 5.11. The missing parameters nA,
nB and nC are chosen as 3, 0, and 2 respectively. The corresponding estimated polynomials
are

Â(z−1) = 1 + 0.3649z−1 − 0.3471z−2 − 0.8502z−3 (5.43)
B̂(z−1) = 28.06 (5.44)
Ĉ(z−1) = 1 + 1.337z−1 + 0.8893z−2 . (5.45)

The dynamic model Ĝ(z−1) and the disturbance model Ĥ(z−1) as defined in equation 5.12
can be derived.

Ĝ(z−1) = 28.06
1 + 0.3649z−1 − 0.3471z−2 − 0.8502z−3 (5.46)

Ĥ(z−1) = 1 + 1.337z−1 + 0.8893z−2

1 + 0.3649z−1 − 0.3471z−2 − 0.8502z−3 . (5.47)

Including the process time delay d of 46 samples obtained from the cross-correlation analysis
in section 5.3.1, the ARMAX model can be written as

ŷk = z−46Ĝ(z−1)rk + Ĥ(z−1)wk . (5.48)

Figure 5.15a illustrates the predicted API concentration using the dynamic model Ĝ(z−1)
and the measured API concentration. The simulation as depicted in Figure 5.15b included
the dynamic model Ĝ(z−1) and a disturbance model Ĥ(z−1).
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(a) Dynamic ARMAX model (b) Dynamic and disturbance ARMAX model.

Figure 5.15: Separation of the dynamic and the disturbance model of the ARMAX model.

The autocorrelation and cross-correlation with a m of 100 and a confidence interval of 99% is
illustrated in Figure 5.16. Moreover, the model has a FPE of 1.0193; and the VAF is 88.0875%.
Furthermore, the variance of the white noise process can be calculated in accordance to
equation 5.18 resulting in a σ̂2

w of 0.9802.

5.4.3 Box-Jenkins Model

The Box-Jenkins model structure is denoted in equation 5.22. Hence, the missing parameters
nB, nC , nD and nF are chosen as 0, 3, 2, and 5 respectively. The estimated polynomials
are

B̂(z−1) = 2.375 (5.49)
Ĉ(z−1) = 1− 0.5926z−1 − 0.07707z−2 − 0.1272z−3 (5.50)
D̂(z−1) = 1− 1.696z−1 + 0.7354z−2 (5.51)
F̂ (z−1) = 1− 1.286z−1 + 0.3344z−2 + 0.4084z−3 − 1.273z−4 + 0.8304z−5. (5.52)

The dynamic model Ĝ(z−1) and the disturbance model Ĥ(z−1) are

Ĝ(z−1) = 2.375
1− 1.286z−1 + 0.3344z−2 + 0.4084z−3 − 1.273z−4 + 0.8304z−5 (5.53)

Ĥ(z−1) = 1− 0.5926z−1 − 0.07707z−2 − 0.1272z−3

1− 1.696z−1 + 0.7354z−2 . (5.54)

The Box-Jenkins model can be written as

ŷk = z−46Ĝ(z−1)rk + Ĥ(z−1)wk . (5.55)
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Figure 5.16: Residual analysis of the ARMAX model.

(a) Dynamic Box-Jenkins model. (b) Dynamic and disturbance Box-Jenkins model.

Figure 5.17: Separation of the dynamic and the disturbance model of the Box-Jenkins model.

Figure 5.17a illustrates the predicted API concentration using the dynamic model Ĝ(z−1)
and the measured API concentration. The simulation as depicted in Figure 5.17b included
the dynamic model Ĝ(z−1) and a disturbance model Ĥ(z−1).
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Figure 5.18: Residual analysis of the Box-Jenkins model.

Based on the same confidence interval of 99% and a window size of 100 as used for the residual
analysis of the ARMAX model, the autocorrelation and cross-correlation are illustrated in
Figure 5.18. Moreover, the model has a FPE of 0.7411, a VAF of 86.8788%, and a σ̂2

w of
0.6906.
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5.4.4 State-space Model

The identification of a state-space model using the subspace-based identification approach
estimates the quadruple

[
Φ̂ Γ̂ Ĉ D̂

]
. The resulted state-space matrices are

Φ̂ =



0.96251 −0.11263 0.095605 0.024555 0 · · · 0 0.011251
0.078841 0.072243 0.49256 0.44502 0 · · · 0 0.09877
−0.0078429 −0.79798 −0.4446 −0.11012 0 · · · 0 0.09877
−0.026657 0.29279 −0.25105 0.48553 0 · · · 0 0.09877

0 0 0 0 1 0 · · · 0
...

...
...

... . . . ...
0 0 0 0 · · · 0 1 0



Γ̂ =



0
0
0
0
1
0
...
0


ĈT =



106.97
−2.7408
1.3102
−0.45587

0
...
0


D̂ = 0 , (5.56)

where the dynamic matrix Φ̂ is a 49x49 square matrix and the vectors Γ̂ and ĈT both have
49 elements. The models are composed of the first 4 states which are responsible for the
dynamics of the system and the rest of the states are required to ensure a total process time
delay of 46. Figure 5.19a illustrates the simulation using the state-space matrices as denoted
in 5.56. Additionally, the subspace-based identification algorithm computes the vector N̂, as
denoted in equation 5.57, for the disturbance model.

N̂ =



0.0094942
0.0024195
0.0051432
0.012639

0
...
0


(5.57)

Figure 5.19b presents the result of the simulation including the disturbance model. The
autocorrelation of the residuals and the cross-correlation of the residuals with the input
sequence are depicted in Figure 5.20. Moreover, the FPE is 1.34146, the VAF is 86.6731%
and σ̂2

w is 1.1924.

5.4.5 Model based Simulations

This section presents simulation results using the previous identified models. Considering a
constant throughput of 0.6 kg/h, a PRBS with a minimal length of 300 samples and three
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(a) Dynamic state-space model. (b) Dynamic and disturbance state-space model.

Figure 5.19: Seperation of the dynamic and the disturbance model of the state-space model.

Figure 5.20: Residual analysis of the state-space model.

different amplitudes (0.12, 0.24 and 0.3 kg/h) is simulated. Figures 5.21, 5.22 and 5.23
illustrate the simulation results using the ARMAX, Box-Jenkins and state-space model.
The image on the left hand side emphasises the process dynamics, whereas the predicted
API concentration as illustrated in the right figure should represent the real process output
including measurement noise and process disturbances.
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(a) Dynamic model. (b) Dynamic and disturbance model.

Figure 5.21: Simulation of a certain input sequence with the ARMAX model.

(a) Dynamic model. (b) Dynamic and disturbance model.

Figure 5.22: Simulation of a certain input sequence with the Box-Jenkins model.

5.4.6 Conclusion

The chemometric model was estimated by applying the PLS-R algorithm and selecting
three latent variables. The data was pretreated by a Savitzky-Golay filter which turned
out to provide better predictions compared to preprocessing the data with the Standard
Normal Variate (SNV) method or using the raw spectra. However, for new data sets from
other experiment configurations the SNV method might be a better way to preprocess the
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(a) Dynamic model. (b) Dynamic and disturbance model.

Figure 5.23: Simulation of a certain input sequence with the state-space model.

data, because multiplicative variations as physical properties (particle size, shape) cannot be
removed by derivatives [6]. The accuracy of the chemometric model highly correlates with
the process configuration, as discussed in section 5.3.1. Especially, the steady-state variations
could be minimised by optimising the process (cf. Figure 2.10).

Three different approaches were used to estimate the process model. The ARMAX and
the Box-Jenkins models are discrete-time transfer functions, whereas the subspace-based
algorithm delivered a state-space model. The model structures of ARMAX and Box-Jenkins
models are very similar. Especially the dynamic model provides almost the same predictions.
This is also highlighted in Figure 5.24a, which compares the dynamic models in frequency
domain. Up to a frequency of 0.005 the dynamic models of the ARMAX and Box-Jenkins
structure are equal. Moreover, the dominating pole (zp1 = 0.94) for the lower frequencies
are almost the same, whereas the fast poles differ between the models. The slow pole zp1

corresponds to a frequency of 0.0103 Hz where higher frequencies have a lower magnitude as
the steady-state gain of 44.57dB. Since the Box-Jenkins model has complex conjugated poles
zp1,2 = 0.9383± 0.0273i, its magnitude response decreases faster than in the ARMAX model
with a single pole [37]. The steady state gain of 44.57dB can be converted into a magnitude
of 169.2388 by the expression denoted in equation 5.58.

ydB = 20 log10(y)

y = 10
ydB
20 (5.58)

The steady-state magnitude can easily be verified by calculating the required gain to convert
the maximal input of 0.6kg/h into the maximal API concentration of 100%. This results in a
gain of 166.6 and, therefore, the steady-state gain of the model is a good approximation.

Furthermore, Figure 5.24b depicts the magnitude of the frequency response of the disturbance
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(a) Dynamic models. (b) Disturbance models.

Figure 5.24: Comparison of the frequency response of the estimated models.

models. Here, the variations between the models in the low frequency range are larger than for
the dynamic models. According to the predictions used for validation (cf. Figures 5.15b, 5.17b
and 5.19b) and especially to the simulations (c.f. Figures 5.21b, 5.22b and 5.23b), the
Box-Jenkins model estimates the acting process disturbances and measurement noise on
the HME process best. Due to the structure of the Box-Jenkins model (disturbance model
can be completely separated from the dynamic model), it has more freedom to estimate the
disturbances acting on the process than the other kind of models. Comparing the disturbance
and dynamic model of the ARMAX approach, both have the same denominator polynomial
A(z−1) and therefore the poles are the same (except for pole-zero cancellations). Consequently,
the pole zp1 (frequency of 0.0103 Hz) from the dynamic model (Figure 5.24a) also shows up
in the disturbance model (Figure 5.24b).

Moreover, Table 5.1 contains the results of both validation criterions, VAF and FPE, and also
includes the variance of the white noise process. This variance σ̂2

w is directly proportional
to the loss function (cf. equation 5.18). The Box-Jenkins model has the lowest variance
which also bears the above stated argument that this type of model is the best concerning
the disturbance model.

Model Type VAF FPE σ̂2
w

[%] [-] [-]
ARMAX model 88.0875 1.0193 0.9802

Box-Jenkins model 86.8788 0.7411 0.6906
State-space model 86.6731 1.3415 1.1924

Table 5.1: Comparison of identified models



Chapter 5. Use Case: Modelling the HME Process 74

Examining the result of the VAF of all three models, the ARMAX model has the best fit
according to this validation criterion. Since the Box-Jenkins model has the lowest FPE, it
is a good trade-off between the model complexity and the prediction error. To sum up, the
Box-Jenkins model is used for simulations, whereas the state-space model is the basis of the
M-step ahead predictor, as described in the next section.

5.5 Real-Time Prediction

This section represents an application of the identified model which can be directly incor-
porated into SIPAT. Prediction of a quality parameter in real-time supports the operator
by allowing process and product characterisation and validation at run-time. Predicting a
quality parameter including the dynamics of the process presupposes an accurate process
model in state-space realisation. Therefore, the state-space model 5.56 is the basis of the
predictor.

5.5.1 Observer and Kalman Filter

Typically, the states x of an system cannot be observed and thus an observer reconstructing
the states from the available measurement of the API concentration yc and the input feed
rate rf is required. In the following description the observed API concentration is denoted as
y and the input feed rate as r.

The system described by the equations 5.59 and 5.60 can be used to simulate the system with
a known input rk and an initial state vector x0.

x̂k+1 = Φx̂k + Γrk (5.59)
yk = Cx̂k +Drk (5.60)

Rewriting equation 5.60 results in a quality expression

0 = yk −Cx̂k −Drk (5.61)

of the simulation. If the simulated state vector x̂k is exactly the true state vector xk, there
would be no measurement noise. The quality expression as derived in equation 5.61 can be
fed back in the following form:

x̂k+1 = Φx̂k + Γrk + K (yk −Cx̂k −Drk) . (5.62)

Here, a vector K with n elements is introduced where n is the order of the system. This
vector should be selected in respect to minimise the error between the observed state and the
true state and thus the estimate error

x̃k = xk − x̂k (5.63)
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is formed. The true state expression from 5.25 with the white noise properties as denoted in
equation 5.26 and the estimated state from 5.59 are substituted in equation 5.63 to derive
after some manipulations a dynamic description of the estimation error.

x̃k+1 = xk+1 − x̂k+1

= Φxk + Γrk + Nvk − (Φx̂k + Γrk + K (yk −Cx̂k −Drk))
= Φ (xk − x̂k)−K (Cxk +Drk + wk −Cx̂k −Drk) + Nvk

= Φ (xk − x̂k)−KC (xk − x̂k) + Nvk −Kwk

= (Φ−KC)︸ ︷︷ ︸
Φ̃

x̃k + Nvk −Kwk (5.64)

K shows up in two different ways in expression 5.64. The estimation error dynamic matrix Φ̃
indicates the reconstruction speed. K directly influences the forgetting factor of old estimation
errors. On the other hand, the vector K multiplying the measurement noise wk also influences
the estimation error. This term expresses the sensitivity of the system on measurement
noise, e.g. a large K gives a significant influence of the noise wk on the estimation error.
As a consequence, the selection of K is a trade-off between sensitivity to the measurement
disturbances and adaptability to the influence of the system disturbances [30, 31, 36]. Based
on the white noise properties 5.26, the vector K can be calculated by

K =
(
PCT + NR12

)
R−1

2 (5.65)

with the matrix P as a solution from the Riccati equation

AP + PAT −
(
PCT + NR12

)
R−1

2

(
PCT + NR12

)T
+ NR1NT = 0 . (5.66)

The proof of the equations 5.65 and 5.66 are shown in [30]. The resulting vector from
equation 5.65 is denoted as the Kalman gain and thus the observer 5.67 is also called Kalman
filter. For this system the direct term D can be neglected, because there is no direct influence
of the input on the output.

x̂k+1 = Φ̃x̂k + Γrk + Kyk (5.67)
ŷk+1 = Cx̂k+1 (5.68)

This observer can directly be applied as an one-step ahead predictor, as denoted in equa-
tion 5.68. The future API concentration ŷck+1 can be predicted based on the current
measurement yck and the input feed rate rfk , as illustrated in Figure 5.25a, using the one-step
ahead predictor.

5.5.2 M-Step Ahead Predictor

Based on the one-step ahead predictor a M-step ahead predictor can be implemented. The
kernel of the M-step ahead predictor is the observer 5.67. Using the estimated state vector
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x̂k+1 and the calculated output ŷk+1 and assuming a constant input the new state x̂k+2 and
corresponding output ŷk+2 can be calculated.

x̂k+2 = Φ̃x̂k+1 + Γrk + Kŷk+1

ŷk+2 = Cx̂k+2
...

x̂k+M = Φ̃x̂k+M−1 + Γrk + Kŷk+M−1

ŷk+M = Cx̂k+M (5.69)

Finally, the algorithm computes M predicted samples ŷp in respect to the latest measurements
and the input samples, as illustrated in Figure 5.25b. M is also known as the prediction
horizon.

5.5.3 Implementation of the M-step Ahead Predictor

The M-step ahead predictor requires the collaboration of the spectrometer, SIPAT, Umetrics,
and Matlab as illustrated in Figure 5.26. The spectrometer is the direct interface to the HME
process and delivers a spectrum ysk to SIPAT every 2 to 3 seconds depending on the internal
time period of the spectrometer. SIPAT represents the superordinate unit which is responsible
for coordinating and scheduling different task and guarantees a uniform sample period (5
seconds). A prerequisite of the M-step ahead predictor, is the observed API concentration
and the current input sample. Hence, Umetrics including the chemometric model maps the
measured spectrum to the corresponding API concentration, which is forwarded to the Matlab
function.

(a) One-step ahead predictor. (b) M-step ahead predictor.

Figure 5.25: Development of a M-step ahead predictor.
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Figure 5.26: Basic data flow between SIPAT, Umetrics and Matlab.

Figure 5.27: More detailed data flow diagram to illustrate the implementation of the M-step
ahead predictor.
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Figure 5.28: Implementation of the M-step ahead predictor in Matlab.

The data flow diagram as depicted in Figure 5.27 presents the entire procedure. According
to the network architecture as described in chapter 3, both collector stations (spectrometer
and extruder), Umetrics Simca-Q, and Mathworks Matlab as external calculation engines are
involved. The main tasks of the included Matlab functions are; (1) calculation of M predicted
samples and (2) delivering a new sample for the feed rate. The entire input sequence of the
feed rate are predefined in Matlab and stored in a MAT-file. After acquiring a new sample
of the input feed rate, SIPAT distributes this scalar via OPC technology to the extruder.
The extruder forwards the value to the feeder, which finally modifies the feed rate. The
Matlab function implementing the M-step ahead predictor, as illustrated in the data flow
diagram 5.28, is called from SIPAT with the following arguments:

• current concentration yck ,

• the current reference feed rate rfk ,
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• number of predicted samples M (can vary in SIPAT during run-time) and

• a start flag (the SIPAT user has to start the prediction algorithm).

If the start flag is set, this function returns a matrix ŷp (cf. equation 5.70) including all
measurements and M predicted API concentration and the input feed rates. Otherwise all
observed API concentrations and the input feed rates are returned.

ŷp =



yc1 rf1

yc2 rf2
...

...
yck rfk
ŷck+1 r̂fk+1
...

...
ŷck+M r̂fk+M


(5.70)

Basically, to predict the output, the future input sequence should be available. Apparently
this cannot be achieved in real-time and therefore, the future input samples are chosen as the
latest available input value. The corresponding effect is shown in the next section.

5.5.4 Results

A simulation environment was build in Matlab to simulate the M-step ahead predictor. Here,
the prediction horizon M was defined as 100 samples. At every timestamp the M future

(a) First 100 samples prediction after the first 49 avail-
able measurements.

(b) Result after the entire experiment.

Figure 5.29: Result of the M-step ahead predictor.
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samples are calculated as depicted in Figure 5.29a. Due to the order of the system (49), at
least 49 data points (reference values and measurements) have to be collected before the
predictor can start. Figure 5.29b illustrates all predictions based on the latest measurement.
It also emphasises the assumption of a constant input sequence for the prediction horizon (cf.
samples 250 to 280).



6 Summary and Conclusion

In this work the integration of a twin-screw extruder and the NIR spectrometer in SIPAT
are described. The HME process is integrated in SIPAT using OPC technology, whereas
the importing of the spectrometer is based on a collector interface/driver. The heart of the
SIPAT system is the Server PC including the base station and the database server. Starting a
method can be carried out from every client PC and thus the process itself and the client PC
can be physically separated (e.g. the client PC is at the office, whereas the extrusion process
is located in the laboratory). Furthermore, SIPAT enables real-time monitoring of process
parameters from every client PC. After a successful off-line model calibration, the obtained
model can be easily imported into SIPAT. Several models can be used at the same time, which
opens up the opportunity of validation of different chemometric models in real-time. The API
concentration extracted from the observed spectrum represents a critical quality parameter.
Therefore, real-time predictions of the API concentration are the basis for optimising the
process subject to the intended product quality.

The two use cases demonstrated the capability of SIPAT concerning practical issues such as
enabling an automatic DoE and real-time prediction of the concentration. Especially the
second use case (chapter 5) allows real-time process analysing and characterisation of product
quality attributes. The prerequisite for enabling an automatic DoE (use case in chapter 4) is
the manipulation of input parameters out of SIPAT. Consequently, a feedback connection via
SIPAT was established which has i.a. the following advantages:

• reduces programming effort (e.g. in order to send a certain input sequence and record
corresponding measurements for off-line process analysis).

• increases flexibility (e.g. easy implementation of new controllers).

• enables adaptive process control.

To sum up, SIPAT is very flexible in the sense of importing new models (Umetrics, Camo,
Matlab) and it allows the operator to analyse the process in real-time by monitoring critical
process parameters. The import of Matlab functions enables the integration of complex
calculations in the SIPAT system and therefore, advanced controllers can easily be integrated
in the feedback loop of the system.
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7 Outlook

The future work on the SIPAT system and the HME process will deal with the implementation
of new methods in SIPAT. The current state of the system enables easy implementation of
more advanced SIPAT methods including chemometric models, matlab functions as well as
control actions. The generation of advanced controllers may be based on an estimated model of
the HME process. The current SISO model should be extended to a MIMO model representing
the HME process. Furthermore, the Kalman filter may be adapted and optimised by a more
accurate analysis of the noise (separating the disturbance in measurement noise and process
disturbances). However, the model procedure was performed for one appropriate formulation
whereas the applied formulations are changed weekly or daily. Whilst the model order may
be determined off-line and manually, the computation of the unknown parameters of the
model for various formulations could be done automatically or in real-time by implementing
adaptive models. This procedure would be based on both Use Cases shown in this work.

It would make sense to use the concept of model predictive control (MPC) to control the
process. This means, the current control action is obtained by solving on-line an open-loop
finite horizon optimal control problem based on current measurements. MPC facilitates the
introduction of constraints on the inputs and outputs to prevent unfeasible control actions
caused by nonlinearities (e.g. saturation). The success of MPC relies on the process model
and thus it is recommended to spend considerable effort on system identification [30, 38].
The development of the model and the controller can be carried out in Matlab, which has the
additional advantage of an easy integration of the controller in the system.

Innovative continuous manufacturing processes require monitoring of critical process param-
eters of each unit operation. Thus, the SIPAT system should be extend ed by subsequent
processes of the extruder. Consequently, a hot die face pelletiser for strand cutting, which
is directly attached to the die of the extruder at the RCPE should be integrated into the
SIPAT system as a new collector station. A method imports the extruder, NIR and pelletiser
and provides time-aligned data of both unit operations. An OPC server will be installed on a
PC in order to establish a connection to the PLC of the pelletiser. Hence, a collector station
has to be configured which acts as an OPC client. The communication between the PLC and
SIPAT should be bidirectional in order to enable reading of the output parameters of the
pelletiser as well as manipulating input parameters.
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