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Abstract

Image recognition is considered one of the most challenging tasks in the field of computer

vision. Recently though, convolutional neural networks (CNNs) show excellent results on

several recognition data sets. Methods, which train not only the weights between neu-

rons, but also the activation functions of a CNN, show currently the best performance.

Nevertheless, these approaches usually train solely steepness parameters for one or several

rectifier units, or enforce hard constraints on the shape of their activation functions. In this

thesis we present a framework to train a more general family of activation functions that

are more expressive and investigate if this way even better performance can be reached.

We do so by learning the parameters of a sum of arbitrary base functions. Furthermore, we

constrain the optimization process of the parameters in a sensible way to reduce the com-

plexity of our optimization problem as well as keep the number of parameters low. Using

our framework, we approach the performance of state-of-the-art methods and outperform

rectifier units on three different data sets using two different network architectures. Nev-

ertheless, we find that the range of suitable base functions when training deep structures

is confined to functions with largely constant gradients. Therefore, it seems advisable to

further pursue the approach of trainable parameters for one or several rectifier-like units

in combination with the techniques shown in this thesis, in order to obtain even better

performance on state-of-the-art recognition problems.
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Kurzfassung

Bilderkennung gilt als eines der schwiergsten Probleme im Bereich des Maschinellen Se-

hens. Seit kurzem werden jedoch mit Convolutional Neural Networks (CNNs) ausgezeich-

nete Ergebnisse auf einigen Bilderkennungs-Datensätzen erzielt. Dabei liefern Methoden,

die nicht nur die Gewichte zwischen den Neuronen des Netzes, sondern auch die Ak-

tivierungsfunktionen der Neuronen lernen, die besten Ergebnisse. Dennoch trainieren diese

Ansätze üblicherweise nur Steigungsparameter von rektifizierten Lineareinheiten (rectified

linear units, ReLUs), oder beschränken die Form, die die trainierten Aktivierungsfunk-

tionen annehmen können auf andere Art und Weise. In dieser Arbeit präsentieren wir

ein Modell um eine generellere Familie von ausdrucksstärkeren Aktivierungsfunktionen

zu trainieren, und untersuchen, ob auf diese Weise noch bessere Ergebnisse erzielt wer-

den können. Dies tun wir, indem wir die Parameter einer Summe von beliebigen Ba-

sisfunktionen lernen. Desweiteren setzen wir Rahmenbedingungen für die Optimierung

unserer Parameter, um einerseits die Komplexität des Optimierungsproblemes reduzieren,

und andererseits die Anzahl der freien Parameter niedrig zu halten. Mit Hilfe unseres

Modelles nähern wir uns dem aktuellen Gold-Standard und schlagen ReLUs auf drei un-

terschiedlichen Datensätzen, wobei wir zwei verschiedene Netzarchitekturen trainieren.

Dennoch kommen wir zum Ergebnis, dass die Auswahl an geeigneten Basisfunktionen

auf Funktionen, welche konstante Gradienten über große Teile des Definitionsbereiches

aufweisen, beschränkt ist. Daher scheint es ratsam, den Ansatz trainierbarer Parameter

für eine oder mehrere ReLU-artige Funktionen, in Kombination mit den in dieser Arbeit

vorgestellten Techniken, weiter zu verfolgen.
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1
Introduction

Implementing image recognition in computer systems, i.e. giving computer systems the

ability to identify real-world entities in images and extract information about their state

and relations to each other, bears a manifold of real-world applications from pedestrian de-

tection [15, 18, 50, 56, 59], over face detection/recognition [23, 24, 28, 43, 66, 68] and tex-

tual image description [20, 21, 35, 73], towards a multitude of consumer applications such

as intelligent photo sorting and editing [2, 61, 61, 72] and image search [32, 34, 39, 70].

Therefore, the problem of image recognition has been researched for decades [23], never-

theless only recently He et al. made an outreach towards human performance on a large

dataset [27]. As a consequence, recognition is still considered one of the biggest challenges

in the field of computer vision [65]. The difficulty of recognition can be attributed to

several reasons.

First of all, real world objects usually exhibit a very high intra-class variation. Take

for instance a person who is given the task to identify a chair in a given set of images. This

person might come up with kitchen chairs, office chairs, and armchairs, which all have a

different visual appearance. Some people might even point out sofas and beanbags, which

also exhibit different visual appearances. On the other hand it is also possible to sit on a

table or cupboard, although many people would not point them out given the above task,

because they are not accustomed to sit on them. Even more complicated, some classes are

subclasses of one or more classes such as a comfy chair, which might classify as a chair and

also as a couch [17]. Thus human class definitions often do not rely on visual appearance

alone, but machines lack the prior knowledge humans use to recognize a chair.

Furthermore, the amount of classes humans commonly distinguish is very high, ac-

cording to a recent publication [16] about 100000. Additionally, the visual appearance of

objects in images varies due to conditions in the real world. Objects might be displayed

in various scales and viewpoints in an image as well as assume a multitude of different

poses. Furthermore, while a single two-dimensional image is static, the three-dimensional

world is not. Not all entities we want to detect in images are rigid objects, they move

through the world and morph their appearance constantly, such as pedestrians bending

1
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2 Chapter 1. Introduction

limbs, or faces making expressions. Also we do not want to constrain image recognition

to images where single objects remain in solitude in front of a uniform background. En-

tities in the real world interact with each other all the time, so most images we want to

extract information from will be full of entities and things that occlude each other, or are

merged or somehow morphed in a way we did not see before. While humans easily deal

with all these variations, no concrete algorithm has been found yet to implement the task

of recognition in a computer system. In fact, all the different tasks which are commonly

considered as recognition seem way to inhomogeneous themselves to implement them us-

ing a single universal algorithm. Szeliski [65] categorizes recognition into the following

subclasses: In case we are looking for a specific class of objects in an image, we call the

corresponding problem one of object detection, for instance face detection, or pedestrian

detection. If, on the other hand, we are looking for one specific instance of a rigid object

shown in various perspectives in a possibly cluttered scene, we talk of instance recognition.

Finally, general class or category recognition is considered the most challenging subtask:

We want to recognize instances of often highly variant classes such as animals, or fruits

and vegetables.

(a) Object detection. (b) Instance recognition. (c) Category recognition.

Figure 1.1: (a) Face detection using Haar Wavelets [68] as an example for object detection, the
algorithm scans the image looking for patterns matching a face looking frontal towards the camera.
(b) Instance recognition of train and frog toys by extracting descriptive keypoints and scanning
for these keypoints in a valid geometric alignment in the scene. Method and image from [47]. (c)
Category recognition of various images of animals, vehicles etc.. The algorithm shows the 5 most
likely labels associated to the image along with a confidence value. Method and figure from [38].

Since the task of recognition is too diverse and too complex to implement it through a

single algorithm, many approaches proposed in the last decade rely on supervised machine

learning methods (e.g. [15, 22, 54, 68]). For this approach, usually patches of interesting

points are extracted from the input image and encoded to form a feature vector: Since

images are represented in computer memory as a set of brightness values, we are able to

apply mathematical transformations to them. Many of these transformations have been

proposed (see [3, 4, 11, 12, 15, 44, 47, 60]), which seek to encode the features of the local

patch invariant to lightning, scale, two-dimensional and partly three-dimensional rotation

on the image, and thus try to make the appearances of objects to recognize invariant to
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3

variations given by the image acquisition process. The vectors which result from these

transformations are called feature vectors and their corresponding space is called feature

space. Now, under the assumption that a feature vector describes the essential appearance

of an image patch, the location of a feature vector in feature space is an indication of what

is shown on the image patch. Therefore, we expect objects of the same class to be close

to each other in feature space, since they look similar.

Using supervised machine learning, we can train a classifier function that learns which

subspaces of the feature space belong to certain classes using manually labeled training

images. Thus, we can assign a corresponding output class for an input image by retrieving

the class of the subspace it lies in. An alternative approach is to interpret the image itself

as vector in a high-dimensional space. We can do so, for instance, by writing all brightness

values of an image in a single column. If we use an image that has been preprocessed that

way, we need to learn the transformation from the original ”image vector” to a vector in

the feature space jointly with the subspaces of a feature space that belong to the different

image classes.

One machine learning method which trains the feature transformation jointly with

the image class is a convolutional neural network (CNN) [40]. Inspired by the human

brain, CNNs consist of so-called neurons, which are arranged in layers and connected

through hidden connections. The output of a single neuron is determined by its non-

linearactivation function. By separating the input image vectors through adjustment of the

weights between neurons and repeatedly transforming the separated input image vectors

into different spaces, where they are further separated, the neural network is able to learn

a transformation from the input image vector space towards a feature vector space. This

feature vector space then bears subspaces that can be assigned to the different classes

of input images shown to the network. Activation functions play an important role in

applying repeated non-linear transformations to the image vector space and thus bringing

the images into a vector space where their classes can be detected. Due to very high CPU

and memory requirements and their need of large amounts of training data though, until

recently, different methods were preferred over CNNs apart from a few applications [40].

Recently though, CNNs have experienced a revival through the increased availability of

processing power and memory. In computer vision, CNNs currently form the state-of-the-

art on several machine vision data sets [25, 27, 38, 45, 62, 64]. Apart from the availability

of large data sets and fast implementations of the corresponding algorithms on graphics

processing units, these successes can be attributed to careful net design, methods to reduce

overfitting, and newly discovered activation units [71].

We argue that one reason for the success of these newly discovered activation

units [1, 25, 27] is, that they all train their own activation functions compared to regular

CNNs, which solely train the weight connections between the neurons. Nevertheless,

the above methods train activation functions which are constrained to ReLUs with

trained varying steepness in one [27] or several [1] points, or are strictly convex piecewise
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4 Chapter 1. Introduction

activation functions. Thus, to our knowledge no general method to train continuous

non-convex activation functions has been proposed yet.

Such a method might be useful though to obtain better solutions on problems solved

with CNNs in computer vision on the one hand, and to gain a deeper understanding on

the properties of a good activation function on the other hand. In this thesis we propose

a method for training activation functions within neural networks through optimization

of the parameters of a sum of arbitrary base functions. This optimization is incorporated

into the regular training process. We implement our method within a unit and show that

networks utilizing these units perform well when solving the image recognition problems

on several standard data sets. Moreover, we briefly discuss the activation functions trained

and attempt to understand what qualifies them as a good activation function.

In Chapter 2, we give a short introduction to CNNs and their application in image

recognition. Furthermore we will give a brief survey about the recent development of

activation functions that adapt as a part of the networks training process. Then, in

Chapter 3, we introduce the idea of our proposed method, discuss our design decisions as

well as the implementation of our ideas into a neuron. We follow with Chapter 4, where

we analyze the behavior of our unit inside a network training process and show that it

outperforms the ReLU baseline on our given network for different recognition problems.

Furthermore we compare our unit with similar methods [1, 27] which currently form the

State of the Art. Finally, we summarize our findings and give a brief outlook in Chapter 5.
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2
Image Recognition With Neural Networks

Humans perform image recognition all the time without making a conscious effort, in

contrast to, for instance, logical reasoning. Thus, one might be easily fooled to assume

that it must be comparably easy to implement recognition into a computer system. In

fact, according to a famous anecdote, in the 1960s, the artificial intelligence researcher

Marvin Minsky asked one of his first-year undergraduate students to ”spend the summer

linking a camera to a computer and getting the computer to describe what it saw” [7].

Nevertheless, although image recognition has been researched for more than 40 years,

computer vision systems have only recently approached human level performance [27] on

a single benchmark, an event whose occurrence was still heavily disputed a few years

ago [65].

But why is recognition so challenging? Among other reasons (see Chapter 1 for a

more detailed description), geometric variations introduced by the image acquisition pro-

cess contribute to the hardness of recognition. Objects might be displayed at differ-

ent scales, in different poses, viewpoints and brightness levels, to mention a few exam-

ples. A popular way to deal with these variations is to design vector transformations

(see [3, 4, 11, 12, 15, 44, 47, 60]) for images which are able to encode the appearance of

objects in images independently from the geometric variations mentioned above. Then,

using machine learning, a classifier function can be trained to assign a class to the trans-

formed input images of image patches.

Recently though, an extension of the neural network machine learning algorithm, called

a convolutional neural network (CNN), has shown outstanding performance on several

machine vision challenges (among several others [1, 27, 37, 45, 64]). Contrary to other

machine learning algorithms, convolutional neural networks are able to train a suitable

feature transformation for a given set of images jointly with the corresponding classes

of the image set. Thus, manually crafting a feature transformation suitable for a given

recognition task is not necessary. CNNs can be applied to a wide range of recognition

problems and thus generalize well.

5
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6 Chapter 2. Image Recognition With Neural Networks

In this Chapter, we will discuss the fundamentals of CNNs and how they can be used

to perform recognition. In Section 2.1 we give a short introduction to the problem of

classification, introduce its terminology and show common ways to perform classification.

Thereafter, in Section 2.2, we give an overview of neural networks, their structure and

function. We explain how this networks can be trained, as well as what the most common

problems are and what the techniques are to avoid these. In Section 2.3, we show how

neural networks can be used to perform end-to-end recognition without manually crafted

feature transforms by introducing CNNs. Finally, in Section 2.4, we give an overview on

work in the field which relates to this thesis.

2.1 The Problem Of Classification

One very popular approach to tackle various sub-problems of image recognition is reducing

the problem of image recognition to a problem of data classification. Any image, repre-

sented digitally in a computers memory, can be seen as a collection of brightness values,

spatially arranged on a regular grid in two dimensions. These collection of brightness

values can be rearranged from their usual two-dimensional form into a vector x′, for in-

stance by writing them into a vector column by column, starting with the top most left

and proceeding from top to bottom and from left to right. We transform our images x′ in

feature vectors x

x = f(x′), (2.1)

such that they are as invariant as possible to variations introduced through the image

acquisition process. Such variations might be caused by brightness, viewpoint, pose, posi-

tion, scale etc. Nevertheless we want these feature vectors to be as descriptive as possible

towards the actual appearance of the object. The underlying assumption is, that feature

vectors of objects with similar appearance lie close to each other in the feature space.

Thus, a possible way to build a classifier is to learn which objects tend to be located in

which subspaces of our feature space.

One possibility is to use a set of training images with known class labels and separate

them in the feature space such that the resulting subspaces always contain only images of

a certain class. We then assign this class to every new, previously unseen image, located

in the corresponding subspace. A second possibility is to use unlabeled images right away

and separate the feature space by grouping the images based on their location in space

(e.g. close images are grouped together) and then separate the space in a way such that

each group of images is contained in a single subspace. Then artificial class labels are

assigned to each subspace, and new occurring images are assigned the class label of the

subspace which contains them.

The former method of learning is called supervised learning, since we know the labels

of our training image beforehand, and supervise the learning process by telling a given

algorithm which images belong to which class. The latter method on the other hand, where
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we introduce artificial classes ourselves, is called unsupervised learning. A combination of

the two methods is possible as well if we have small amounts of labeled images and larger

amounts of unlabeled images. Since we are able to assign a true (natural) class label to a

subspace, which has been learned unsupervised, if we have a single labeled image which lies

in that subspace, we can assign the class label of an image to its containing subspace which

we have learned using unlabeled data. This is called semi-supervised learning. While all

three kinds of learning have been applied in computer vision, we will focus on supervised

learning in this thesis.

For supervised learning, we need a set of images X ⊂ Rf , which have been previously

labeled manually to indicate their true class, i.e. the class or content they show. We refer

to these set of labels as Y, where Y ⊂ N, and to a labeled image as a tuple (x, y) of the

labeled data set (X,Y ).

Thus we want to model a set of rules as a function

ŷ = F(x), (2.2)

that is able to infer a class label estimation ŷ from the position of x in feature space.

One possible approach is use a parameterized function F , whose output value k is not

only dependent on the value of x, but also on the parameter vector w such that

F(x) = F(x;w). (2.3)

Thus we use our labeled data set (X,Y ) as input to F to attempt to modify the parameter

vector w such that F(x(n),w) = y(n) for as many (x(n), y(n)) as possible. In a nutshell,

we model a set of rules used to predict y(n) from the image x(n).

The function F is then called a classifier. Nevertheless, if we build a classifier F as

described above, how can we make sure that our classifier will generalize for previously

unseen images? For all we know we might have modeled the rules to derive y from x too

narrow and predict only the y of our known data set correctly. This effect is widely known

as overfitting.

To determine whether we have trained a generally valid classifier, we separate our

data set (X,Y ) in three disjoint parts, namely a training set (Xtrain, Ytrain), a test

set(Xtest, Ytest), as well as a validation set (Xvalid, Yvalid). We use (Xtrain, Ytrain) to train

our classifier, while the test set(Xtest, Ytest) is not incorporated in the training process,

but used as a benchmark set, to ensure our classifier performs well on unseen data. Fi-

nally, a validation set(Xvalid, Yvalid) can be used to tune parameters which do not directly

influence the model, but control the training process. These parameters are called hyper-

parameters. The tuning of hyperparameters is not done on (Xtest, Ytest) since we want to

find parameters that work generally well for our classifier, and are not tailored to the test

set specifically.
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A question which logically follows is: How can one determine if a classifier function

works well in the first place? For that cause, a second function is used on the data set as

well as the result of the classifier measure, how well the classifier F has inferred the labels

y from the vectors xi:

L(Xtrain, Ytrain) =
N∑
n=1

l(y(n),F(x(n);w)), (2.4)

where l(y(n),F(x(n))) is some kind of distance measure between the prediction F(xn) and

the true label yn. L is called the loss of the classifier F on the data set (xn, yn) and

l(y(n),F(x;w)) is called the loss function.

2.1.1 Loss

In order to measure the performance of our classifiers, we need a mathematical measure

of correctness. This kind of measure is widely called a loss function, and is applied to all

tuples (x, y) ∈ (Xtrain, Ytrain):

L(Xtrain, Ytrain) =

N∑
n=1

l(y(n),F(x;w)) (2.5)

where F(x;w) is the output of our trained classifier to x and l(y,F(x;w)) is a similarity

measure between the estimated class ŷ = F(x;w) and y.

For classification problems with several classes, the multinomial logistic loss function

is often used, which we will use in this thesis as well. It is defined [6] as

l(y(n),F(x;w)) = − 1
N log(p̂(y = li|x)) (2.6)

= − 1
N log(F(x(n);w)) (2.7)

where p̂(y = yk|x) indicates the probability that y has the value of the true class label yk
given the observation of x according to our classifier.

Note that in Eqn. (2.6) the classifier output is treated as a probability, and thus we

train in this case p̂(y = li|x) = F(x(n);w). This loss is often also called cross entropy

classifier loss, since L(Xtrain, Ytrain) is the cross entropy of the random variables ŷ and y

under the assumption, that our true label y has always the same value for a given image

x.

2.1.2 Gradient Descent

To train a classifier we modify the parameter vector w of a classifier function F(x,w) in

a way such that we minimize a given loss L(Xtrain, Ytrain) on our data set. To give an

intuition on how to minimize loss functions, consider the following analogy. Suppose we
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wanted to find the deepest point of a bowl illustrated in the sketch in Figure 2.1. A possible

way to find the deepest spot, would be to put a ball on one side of our bowl. Gravity

would draw our ball downwards, and, after some time, straight towards the deepest spot

of the bowl where it came to lie.

(a) Initial position on left wall. (b) Initial position on right wall. (c) Final position.

Figure 2.1: Optimization analogy: Ball placed in a bowl. No matter where the ball is set, it is
always drawn to the lowest point by gravity.

Similarly we want to find a point wopt where a loss function l(y(n),F(x(n);wt)) has its

minimum. A possible solution is to set w to a more or less arbitrary value on the functions

input space, similarly to setting our ball somewhere into the bowl. Now similar to the

ball drawn towards the bowls deepest point and therefore changing its location within

a time interval ∆t, we can make an attempt to take a step towards our loss functions

minimum. Under the assumption that our loss function is somehow ”bowl-shaped” (in

general: convex [8]), we can always move towards the functions minimum by moving into

the direction where the loss function decreases. Gradient is a measure of how steep a

function rises in positive w direction. Thus we move towards the direction of the inverse

sign of the gradient, which is always the direction where the function value decreases.

Therefore, a possible update rule for w to step towards the minimum of l(y,F(x(n);wt))

is

wt+1 = wt −
∂l(y,F(x(n);wt))

∂wt
. (2.8)

Since our step size is proportional to the loss functions gradient, starting on the ”walls”

of our bowl, we will make big steps in the beginning, where the gradient is high, and smaller

steps as soon as the walls of our bowl function become less steep until we slowly move
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(a) Ball thriving towards deepest point. (b) Ball caught in a local minimum.

Figure 2.2: Optimization analogy (2): A ball placed on a odd-shaped surface. Depending on
where the ball is set, it might be caught in the cavity and not proceed towards the deepest point.

towards the minimum, where we almost stop. Unfortunately, an issue arises with this kind

of iterative scheme: Suppose we start on a point of our loss function, where the gradient

is very steep, so that we actually overstep the minimum instead of stepping towards it.

While we might be able to still find the minimum by oscillating in smaller and smaller

steps around it, the opposite might happen when we encounter a gradient even larger than

the one in the previous step: in this case we will climb the walls of our bowl, getting further

and further from the minimum we seek to find. Therefore we adjust the step equation

shown above by introducing an additional parameter to increase or decrease the size of

our steps towards the minimum if necessary. The updated step equation is then

wt+1 = wt − η ·
∂l(y(n),F(x(n);wt))

∂wt
, (2.9)

where η is the so-called step size or learning rate, used to control how quickly we approach

the minimum of the function. This method is called a gradient descent [6] and is widely

used in optimization.

Since we do not want to minimize solely the loss function of a single x, but rather the

loss on our whole data set, the corresponding parameter update equation for parameter
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w in F(x(n);w) is

wt+1 = wt − η ·
∂L(Xtrain, Ytrain)

∂wt
(2.10)

= wt − η
N∑
n=1

∂l(y(n),F(x(n);wt))

∂wt
. (2.11)

Up till now, we have only considered very simple loss functions which are smoothly

bowl shaped. Nevertheless, real loss functions are much more likely to have many different

bumps, and are much more oddly shaped. Consider Figure 2.2 for such a loss function

transferred to a ball-surface analogy again. Using gradient descent, our ”ball” might move

only very slowly towards the minimum due to rather shallow region close to the minimum

when placed on the right wall. Or, even worse, the ball might get stuck in the cavity

shown close to the deepest point, if set on the left wall of our oddly-shaped bowl, thus

not locating the deepest point of the bowl. In terms of optimization, we speak of an

optimization algorithm locating a local minimum (the cavity) of a loss function instead of

the global minimum (the deepest point of the bowl). Optimization methods that do not

locate the globally optimal point but only converge to a locally optimal point are called

local optimization methods [8]. Gradient descent is such a local optimization method,

which is widely used in optimization due to its simplicity and wide applicability, but can

be slow for complex loss functions [55]. Despite gradient descent cannot be guaranteed to

converge towards the global optimum for a given optimization problem, extensions have

been proposed to enhance the likelihood of the algorithm to do so.

For instance, note a that for a real world setup as shown in Figure 2.2, it is unlikely

that the ball will get stuck in the cavity next to the ground of the odd-shaped bowl,

since in a Newtonian system, the ball gains momentum when rolling down the steep walls

of the bowl, and thus is able to pass shallow regions quickly and even overcome smaller

bumps by thriving into the direction of the minimum, following the general trend of the

bowls steepness, rather than solely the steepness at its actual position. We are also able

to incorporate such a momentum term into our optimization model. To do so, we first

rewrite the step equation to the form

wt+1 = wt + vt, (2.12)

where

vt = −η · ∂L(Xtrain, Ytrain)

∂wt
. (2.13)

Now, to speed up optimization, we rewrite the update term, now always adding the update

term from the previous step wn−1 to the current update term of the current step

vt = −η · ∂L(Xtrain, Ytrain)

∂wt
+ a · vt−1, (2.14)
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where the weight a is called accordingly the momentum. By recursively adding the pre-

vious update term multiplied with a weight, we incorporate a weighted average into our

current update term, which allows us to overcome local minima as well as sections with

low gradient in our loss function. Indeed it has been proven [55], that the momentum

term is actually the equivalent to the momentum of a moving Newtonian body in classic

physics.

A second possibility [41] to speed up the optimization process using gradient descent,

is the stochastic gradient descent algorithm (SGD). Using SGD, we do not train on the

whole training set, but randomly take a batch Xb of b labeled images x(n), y(n) out of

the data set. Only the samples from the batch training setXb are incorporated into the

computation of loss L(Xtrain, Ytrain)b for the current training step t.

wt+1 = wt − η ·
∑
x∈Xb

∂l(y,F(x;wt))

∂wt
. (2.15)

2.2 An Introduction To Neural Networks

Since we have discussed the ideas and principles of a classifier function, we now want to

actually build a classifier. Consider the following functional unit, which we call a neuron.

A neuron takes two input vectors x and w of length N as well as an input scalar b and

produces an output value y:

y(x;w, b) = σ(a) = σ(wT · x + b), (2.16)

where

a = wT · x + b = w1 · x1 + w2 · x2 + w3 · x3 + ...+ wN · xN + b (2.17)

is called the activation, and σ is called an activation function [6]. If we now have a data set

of one-dimensional inputs (x(1), x(2), x(3), ..., x(N)), and outputs (y(1), y(2), y(3), ..., y(N)), we

could fit a line through our data using the concept of a neuron introduced above: We set

σ(a) = a, and learn a parameter vector w = [b, w1] by minimizing a suitable loss function.

A possible pick for a loss function might be the mean squared error [6],

L(Xtrain, Ytrain) =
1

2

N∑
n=1

(σ([b, w1] · [1, x(n)]T )− y(n))2. (2.18)

As elaborated in Section 2.1.2, a possible way to do so is to perform gradient descent.

A suitable update rule would be

w1 = w1 − η ·
∂L(Xtrain, Ytrain)

∂w1
, (2.19)
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where ∂L(Xtrain,Ytrain)
∂w1

can be computed using the chain rule of derivation:

∂L(Xtrain, Ytrain)

∂w1
=
∂L(Xtrain, Ytrain)

∂σ(a(n))
· ∂σ(a(n))

∂a(n)
· ∂a

(n)

∂w1
(2.20)

with

∂L(Xtrain, Ytrain)

∂σ
=

N∑
n=1

∂l(y, σ(a(n)))

∂σ(a(n))
, (2.21)

∂l(y, σ(a(n)))

∂σ(a(n))
= σ(a(n))− y(n) (2.22)

∂σ

∂a(n)
= 1, (2.23)

∂a(n)

w1
= x(n), (2.24)

(2.25)

we get

w1 = w1 − η ·
N∑
n=1

(σ(a(n))− y(n)) · x(n). (2.26)

Similarly, our weight update rule for the trainable bias computes as

b = b− η ·
N∑
n=1

(σ(a(n))− y(n)). (2.27)

If we want to do classification on the other hand, and therefore y ∈ {0, 1}, we can set

σ to a function which will approximately map the input space to σ ∈ {0, 1}. A common

used function for that purpose is the logistic function

σ(a) =
1

1 + exp(−a)
, (2.28)

with the derivative
exp(a)

(exp(a) + 1)2
. (2.29)

We get as an update rule for w1

w1 = w1 − η ·
N∑
n=1

(σ(a(n))− y(n)) · exp(w1 · x(n) + b)

(exp(w1 · x(n) + b) + 1)2
· x(n). (2.30)
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Analog to our regression example, the update equation for the bias now is

b = b− η ·
N∑
n=1

(σ(a(n))− y(n)) · exp(w1 · x(n) + b)

exp(w1 · x(n) + b) + 1)2
. (2.31)

When we attempt to do linear fitting, as in the first example, we talk of linear regression.

If we use a logistic function, as with the neuron in the second example, we talk of logistic

regression, which can be considered classification.

Now that we have introduced the concept of neuron, we use them as building blocks

to build arbitrarily complex classifier functions. The usual way to do so is to arrange the

neurons in layers as shown in as shown in the sketch in Figure 2.3, where every neuron of

a given layer takes the outputs of every single neuron of the previous layer as its input.

These layers of neurons stacked together, performing sequential nonlinear transformations

of the input space, are referred to as a neural network [49]. It is common to stack at least

2 or 3 layers of neurons that way, but recently excellent results have been achieved by

training networks from 6 up to 22 (for instance [38, 45, 64]), layers of neurons, which is

referred to in the literature as deep learning [5].

In a nutshell, we can see that neural networks transform the input data by performing

sequential nonlinear transformations on it by stacking several layers of neurons with a

nonlinear activation function.

If we want to evaluate an output value of our neural network as a function, we can

take an input vector x(n) from our data set (X,Y ) and set it as the input layer of our

neural network, and therefore as input of all neurons in the next layer. The output value

of the network is then computed layer by layer: For every layer, its output is multiplied

with the weight vectors of the neurons of the next layer, to compute the input to these

nodes. For instance, as already mentioned, the input layer holds the input vector x(n):

x
(n)
input = x(n) (2.32)

where the n superscript in x
(n)
input refers to the sample with the index n of the data set

and the subscript refers to the layer of the network, in this case the input layer. The first

dimension (or for deeper layers: neuron) of x
(n)
input would then be x

(n)
input,1. For weights, a

similar notation is used, w
(l)
k,m is the neuron connecting neuron k of layer l−1 with neuron

m of layer l.

Therefore, using our new notation, the activation for neuron m in layer l for input

sample x(n) in the network can be computed as

a
(n)
l,m = w

(l)
1,m · x

(n)
(l−1),1 + w

(l)
2,m · x

(n)
(l−1),2 + ...+ w

(l)

Dl,m
· x(n)(l−1),F + b(l)o . (2.33)
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Input

Hidden

Output

Figure 2.3: Sketch of neural network with input layer, output layer and one hidden layer

The output of layer m is then computed by applying the activation function of the neuron

to the activation

x
(n)
l,m = σ(a

(n)
l,m). (2.34)

Note that the equation above can also be written in matrix-vector notation

x(l+1)
m = σ(w(l)

m · xnl−1 + b(l)m ), (2.35)

where w
(l)
m is the weight vector of neuron m of layer l, blm is the bias of the same neuron,

and x
(n)
l−1 is the output vector of layer l − 1 as a response of input vector x(n) .

That way, values are propagated towards the output of the network layer for layer.

This process is called forward propagation, and accordingly this type of neural network is

called a feed forward network.

2.2.1 Training Of A Neural Network

To train neural networks, the stochastic gradient descent algorithm (see Section 2.1.2) is

most commonly used [41]. While we already have demonstrated gradient descent for a

single neuron, the way in which algorithms can be applied to the parameters in the hidden
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layers of the network is not obvious. For a given single neuron forming the output stage

of a considered N layer neural network with the logistic activation function

σ(a) =
1

1 + exp(−a)
, (2.36)

we can compute the gradient updates as shown before. This translates furthermore to

the parameters of every neuron in the network: We compute the weight w
(l)
m,o, connecting

neuron m layer l − 1 with neuron o in layer l straight forward:

wlm,o = wlm,o − η ·
∂L(Xtrain, Ytrain)

∂wlm,o
, (2.37)

where

∂L(Xtrain, Ytrain)

∂wlm,o
=

N∑
n=1

∂l(y(n), ŷ(n))

∂wlm,o
. (2.38)

Thus, we need to compute
∂l(y(n), ŷ(n))

∂wlm,o
(2.39)

for all parameters wlm,o and every input sample x(n) update the weights of our output

layer.

We could now calculate all loss function gradients for all parameters given all input

images individually, but this becomes very tedious in terms of computational as well as

implementation effort. For very deep networks with 7 or more layers and 106 parame-

ters, it is definitely infeasible. Thus the algorithm of backpropagation has been developed

[10, 19, 36, 46, 57, 69], which efficiently makes use of the chain rule of derivation to per-

form as little computations as possible when ”backpropagating” the gradients through the

network. For illustration, consider an L-layer network. The gradient of a given weight

w
(L)
m,o, from a neuronm of layer L − 1 to neuron o of the output layer L, in our notation

∂l(yn,ŷn)
∂wL

m,o
can be computed as

∂l(y, ŷ)

∂wLm,o
=

∂l(y, ŷ)

∂σ(aL,o)
· ∂σ(aL,o)

∂aL,o
· ∂aL,o
∂w

(L)
m,o

, (2.40)

where σ(aL,o) can be rewritten as xL,o :

∂l(y, ŷ)

∂wLm,o
=
∂l(y, ŷ)

∂xL,o
· ∂xL,o
∂aL,o

· ∂aL,o
∂w

(L)
m,o

. (2.41)

If we consider a similar weight wL−1m,o in layer (L− 1) we get for the gradient

∂l(y, ŷ)

∂wL−1m,o

=
∂l(y, ŷ)

∂x(L−1),o
·
∂x(L−1),o

∂a(L−1),o
·
∂a(L−1),o

∂w
((L−1))
m,o

, (2.42)
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due to the identical structure of the neurons in layers L and L − 1. We can calculate
∂l(y,ŷ)
∂x(L−1),o

as

∂l(y, ŷ)

∂xL−1,o
=

F∑
f=1

l(y, ŷ)

xL,f
· ∂xL,f

∂x
(L−1)
o

. (2.43)

Thus, by backpropagating the gradients on the network from the last layer on, we can

always compute parameter updates according to Eqn. (2.42) when we have previously

computed the backpropagated error gradient ∂l(y,ŷ)
∂xl,o

using Eqn. (2.43).

The algorithm can thus be comprehended to the listing shown in Algorithm 1.

Algorithm 1: Gradient Backpropagation

Data: input sample x(n), label y(n), NN with L layers

Result: Update gradients ∂l(y,ŷ)
∂wl

m,o

Propagate input sample x(n) forward;

Retrieve class estimate ŷ(n);

Compute loss gradients for output neurons ∂l(y,ŷ)

∂x
(n)
L,o

;

Set layer index l=L;

while layer l is not input layer do

Compute update gradients for layer parameters ∂l(y(n),ŷ(n))
∂wl

m,o
using Eqn. (2.42);

Backpropagate loss gradients down to the previous layer using Eqn. (2.43);

Proceed to previous layer (l = l-1);

2.2.2 Different Activation functions

Through repeated nonlinear transformations of the input space, which are controlled

through the choice of the networks activation function, very powerful models can be

trained [27]. Until recently, one of the most common class of activation functions were

sigmoids, from whom the best known are the logistic function

σ(a) =
1

1 + exp(−a)
(2.44)

as well as the hyperbolic tangent

σ(a) = tanh(a). (2.45)

Considering the plots of both activation functions as shown in Figure 2.4, we see that

both activation functions have a steep ascent around the origin, and get more flat as they

thrive against positive and negative infinity. Obviously, the intention is to simulate an

on-off behavior, where the network can steer the input to the neuron in a way such that

the neuron is either active (1) or inactive (0/-1). Using logistic or hyperbolic tangent
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18 Chapter 2. Image Recognition With Neural Networks

functions for this purpose has the advantage that these functions are continuous and thus

differentiable over the whole input space of real numbers. They have a drawback though:

for input values > 1 or < −1, these functions exhibit almost no gradients. Suppose now for

a given neuron, the majority of the input values is either larger than 1 or smaller than -1:

in that case the corresponding update gradients will be pretty small. Thus, the learning

process will slow down towards a point where it almost comes to stop for that particular

neuron. If this occurs for many neurons in a given network, the network will not train

properly anymore. This gradients in the network have ”vanished” due to saturation of the

output values [30, 41].
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(a) Logistic function.
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(b) Hyperbole tangent.
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(c) Rectified Linear Unit (ReLU).

Figure 2.4: Various common activation functions for neural networks: the logistic function, the
hyperbolic tangent, as well as the most recent proposed rectified linear unit (ReLU).
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Recently though, Nair and Hinton [52] have proposed a non-linearity with constant

gradient in the direction of the positive axis which is defined as

σ(a) = max(0, a). (2.46)

Due to their constant gradient, the so-called rectified linear units (ReLUs) can be used

to train much deeper network architectures than logistic or hyperbolic tangent functions,

and are used in some variation in many networks which pose the state of the art in image

recognition [1, 27, 37, 45, 64]. Nevertheless, Maas et al. [48] argue that ReLUs still show

room for improvement considering their gradient properties, since the gradients for samples

x < 0 are still 0, and therefore some neurons might be rendered inactive nevertheless. To

tackle this problem, the leaky ReLU (LReLU) [48] has been proposed:

σ(a) =

{
a if (a >= 0)

d · a, else
(2.47)

where d is an arbitrary constant which is � 1. That way, the activation function is still

nonlinear as necessary to perform several nonlinear transformations of the input space,

but a small constant gradient is preserved also for (x < 0). Other approaches made

the steepness parameter d of the LReLU trainable [27], or even learned convex piecewise

functions by forming weighted sums of these negative ReLUs and learning their weights [1].

2.2.3 Overfitting In Neural Networks

We have already read about the problem of overfitting in Section 2.1: A classifier trains

a model which predicts the training set labels well, but fails to generalize the problem

at hand well enough to predict the labels of the test setwith satisfactory accuracy. This

phenomenon is called overfitting [6]. The classifier derives for every single, or very small

sets, of training vectors individual rules on how to obtain the output label, and thus learns

the vector-label pairs of the training set”by heart”, rather than deriving rules on how to

generally compute the correct output labels from a given training vector.

One possible way to reduce overfitting is to penalize large weights in our network in

order to avoid that they stretch overfit the data. Bishop [6] suggests to penalize the

squared L2 norm of our current weight vector wl of layer l to keep it small. We can do so

by adding the following term to our loss function L(Xtrain, Ytrain)

L̂(Xtrain, Ytrain) = L(Xtrain, Ytrain) +
λ

2

∑
(w(l)

m,o)
2 (2.48)

= L(Xtrain, Ytrain) +
λ

2
w(l)T
o w(l)

o , (2.49)

where L(Xtrain, Ytrain) is the loss function we seek to minimize and w
(l)
m,o is the weight

connecting neuron m on layer l − 1 to neuron o of layer l. This process is called regular-
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20 Chapter 2. Image Recognition With Neural Networks

ization. Note that if we now compute our derivatives for the layers of our neural network,

for every layer except layer l, the right term w
(l)T
o w

(l)
o of our loss function L̂(Xtrain, Ytrain)

is constant. Therefore, its gradient is zero when derived for a weight w
(q)
i , where q 6= l,

and the optimization process of layer q is completely unaffected by the additional term.

In layer l, on the other hand, we derive

∂L̂(Xtrain, Ytrain)

∂wlm,o
=
∂L(Xtrain, Ytrain)

∂wlm,o
+ λ · wm,o. (2.50)

Thus our overall gradient update equation is

wlm,o = wlm,o −
∂L(Xtrain, Ytrain)

∂wlm,o
− λ · wlm,o. (2.51)

Eqn. (2.51) also delivers a nice interpretation on how the regularization of the loss affects

the weight update. We subtract a fraction of our current weight in the update equation

to avoid our weights to become too big. As a consequence, the network is penalized when

minimizing the loss solely through the weights magnitude instead of learning meaningful

combinations, and therefore avoid a degenerate solution of the problem.

Thus, the parameter λ is called the weight decay, because it encourages the classifier to

minimize the weights to 0 in case they do not fit the data [6]. Since all other layers of our

neural network are unaffected by the adding of such a term, we can add such a term for

every layer of the network where we have parameters to optimize. In implementation terms

this usually boils down to modifying the update equation for every layer to Eqn. (2.51).

Similarly we can also apply L1 regularization of our loss function:

L̂(Xtrain, Ytrain) = L(Xtrain, Ytrain) + λ ·
∑√

(w
(l)
i )2 . (2.52)

The according gradient update rules to implement in the layers where weights have to be

learned is then:

∂L̂(Xtrain, Ytrain)

∂wli
=
∂L(Xtrain, Ytrain)

∂wli
+ λ · sgn(wi). (2.53)

An additional strategy to avoid or at least diminish overfitting has been introduced

by Hinton et al.[29] among others [63]: For every training iteration of the neural net-

work, Hinton et al. randomly exclude a certain percentage of neurons in every layer from

the training process. For evaluation, however, they always train the whole network with

reduced weights. Hinton et al. argue, that this way, the network, left with less parame-

ters to train in the current iteration, is forced to train a well generalizing model, while

evaluating the whole network corresponds to averaging process of all these individually

trained models. Formally, the procedure can be expressed as a modification of the net-

works activations [14], such that for a layer l with dropout applied, and a input vector
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2.3. Neural Networks For Recognition 21

x(l−1)

xl = σ

((
1

1− r ·W
(l) ·m� x(l−1)

)
+ b(l)

)
. (2.54)

The constant r ∈ [0, 1] is the probability of a neuron to drop out and m is a binary mask

randomly drawn from Bernoulli(1 − r), which indicates which neurons of layer (l − 1)

shall be dropped in the current forward step. � denotes Hadamard product of the vectors

m and x(l−1) and W (l) is the set of weight vectors w
(l)
1 ...w

(l)
F of layer l in matrix notation

such that 
w

(l)T
1

w
(l)T
2

...

w
(l)T
F

 . (2.55)

At test time, values are propagated through the network with regular activations, which

poses the implicit model averaging process mentioned before, since it can be interpreted

evaluating an ensemble of networks with partly shared weights and averaging their output

(by omitting the factor 1
1−r in the networks activations).

In general Dropout, has proven to be more effective for fully connected layers than for

convolutional layers, whom we will discuss in Section 2.3, since convolutional layers tend

to have less parameters through their implicit weight sharing mechanism. Dropout has

shown to deliver excellent results in terms of overfitting reduction, and is currently (2015)

part of almost every deep neural network achieving state of the art results [1, 25, 62].

2.3 Neural Networks For Recognition

Usually images are transformed to feature vectors in a preprocessing step to

make them invariant towards brightness, perspective, scale, rotation etc.. While

this approach has worked well in the past, these feature transformations are very

application dependent, and thus, a multitude of feature descriptors has been proposed

(see [3, 4, 11, 12, 15, 44, 47, 60]). Thus, performing end-to-end image recognition with a

single method that generalizes well seems useful. LeCun et al. [40] found a way to do so

by introducing CNNs: They jointly learn low-dimensional invariant feature transforms

for input images by applying three concepts. First, they implement locally receptive

fields inside a neural network layer to train the network to recognize certain various

simple patterns such as lines, blobs, and corners in all possible orientations. Second, they

make locally receptive fields share weights, such that certain patterns can be recognized

independently of its location in the image. Thereafter, they apply spatial subsampling

to the responses these layers to reprocess them with another set of locally receptive

fields and thus incrementally recognize more complex structures. Finally, regular fully

connected layers are used to learn to infer actual classes for the set of complex structures

that have been recognized. Note that this concept is very similar to the concept of simple
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22 Chapter 2. Image Recognition With Neural Networks

and complex cells introduced by Hubel and Wiesel [31] as they researched the visual

recognition system of a cat. Thus, one might interpret convolutional neural networks as

a rough computational model of the mammalian visual system.

To implement locally receptive fields a layer of a neural network, we separate the input

image into small, overlapping patches. Instead of receiving input from all input pixels of

the image, neurons receive only input from a single image patch. That way, if we have a

patch of the image of size U × V the weight vector w of a given input vector has U × V
elements. The activation a

(n)
l,o of the given layer l is then computed as

a
(n)
l,q = b(l,q) + w

(l)
1,1 · x

(n)
(l−1),q,1,1 + w

(l)
1,2 · x

(n)
(l−1),q,1,2 + · · ·+ w

(l)
U,V · x

(n)
(l−1),q,U,V (2.56)

= b(l,q) +

U∑
u

V∑
v

w(l)
u,v · x(n)(l−1),q,u,v (2.57)

where the indices u and v for w
(l,q)
u,v and x

(n)
l,q,u,v in this case count the pixel inside the patch

q, and n as usually counts the input sample.

While this operation is rather straight forward for gray-scale images x(n), we also need

to consider images with multiple color channels. We extend the layers image patches over

all channels by adding a third dimension C, the number of input channels to the kernel

w and thus get a kernel of size U × V ×C. Similarly, we introduce x(n,c) as the channel c

of input image x(n). By stretching our inner product operation over the all channels of a

given input patch, we get

a
(n)
l,q = b(l,q) +

U∑
u

V∑
v

C∑
c

w(l)
u,v,c · x(n,c)(l−1),q,u,v. (2.58)

After the activation a
(n)
l,q has been computed for the image patch x

(n)
(l−1),q it is, as usual,

transformed using a nonlinear activation function:

x
(n)
l,q = σ(a

(n)
l,q ) (2.59)

Note that the equation 2.56 resembles the operation of convolution [65] with additional

bias. Consequently this kind of layer is called a convolutional layer [40, 42]. The multi-

plication and summing of the image patch with the weights can be interpreted as a kind

of filtering operation, similar to linear filters, which are widely used in computer vision.

We can interpret this as training filter coefficients to detect patterns that are relevant for

recognition in our images.

Now, if we learn individual parameters for every single image patch we extracted, it

might occur that we are able to recognize certain patterns only on certain patches of the

image. Since objects and therefore patterns might move inside the image, this might result

in weak classifier performance. For this reason we train every patch extracted from an
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image with the same weight parameters, by sharing them over the patches of the whole

image plane and in consequence train the network to detect the same pattern in every

image patch. Such a set of neurons with shared weights, who all detect the same pattern,

are called a feature map. Since we need to detect more than a single pattern, we train

many feature maps for a convolutional layer.

To share the weights of all neurons belonging to a single feature map, LeCun et al. add

the computed gradients of the weights for all Q patches extracted from the image [40].

The overall update gradient of weight w
(l,q)
s,t for image patch q in our layer l is consequently

computed as

w(l,q)
u,v = w(l,q)

u,v − η ·
Q∑
q=1

∂l(y, ŷ(n))

∂w
(l,q)
u,v

, (2.60)

where Q is the number of patches in our feature map.

Finally, to recognize relevant patterns on different scales, [40] perform subsampling

after every convolutional layer, using a so-called pooling layer and thus reduce the dimen-

sionality of the filter responses before processing them with further convolutional layers.

This subsampling is arranged as well in feature maps where there is a feature map for ev-

ery feature map in the previous convolutional layer. Contrary to the convolutional layer,

the feature maps of the subsampling layer do not train any weights, but simply perform

a pooling operation on the input data. Said pooling operation is usually selecting the

maximum value or computing the average value from all input values of the patch.

Figure 2.5: A sketch of LeNet-5 illustrating the architecture of a convolutional neural network.
Figure taken from [40].

Figure 2.5 shows a sketch from [40] illustrating the architecture of a convolutional

neural network. As we can see, the amount of feature maps increases for layers closer

to the output. The intention is to train many complex representations in higher layers

that are composed of simpler, more general patterns in the lower convolutional layers.

state-of-the-art convolutional neural networks are still designed following this principle

(e.g. [1, 38]).
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24 Chapter 2. Image Recognition With Neural Networks

2.4 Related Work

Several attempts of training at least parts of activation functions have been performed

recently. Lin et al. proposed an approach called Network in Network [45], which replaces

the linear model in feature maps as introduced in Section 2.3, Eqn. (2.56), with a small

neural network within the network for each feature map of a convolutional layer.

Another approach, which has been developed specifically for use with Dropout is called

Maxout [25]. For Maxout, not a single set of weights is trained for a network layer, but

several sets of weights for every single neuron of the layer. The neuron then chooses the

set of input weights for a given input vector x that yields the maximal response of the

neuron:

σ(x) = max(a
(l)
1,o, a

(l)
2,o, ..., a

(l)
G,o) (2.61)

= max(w
(l)
1,o · x,w

(l)
2,o · x, · · · ,w

(l)
G,o · x). (2.62)

Note that, for simplicity, we make a single exception of our usual notation here: w1,o is

not the single weight from neuron 1 of the previous layer to neuron o of layer l, but rather,

the first of G trained weight vectors, that connect every neuron of the layer (l − 1) to the

neuron o of the layer l. a1,o is thus the activation of neuron o obtained by multiplication

of the input vector x with the weight vector w1,o.

Goodfellow et al. argue, that introducing this kind of layer corresponds to training a

piecewise-linear convex activation function [25].

The remaining recent attempts to train activation functions, constrain themselves to

piece-wise linear functions as well: He et al. [27] propose an approach where they train

the steepness constant d of a leaky ReLU and have achieved excellent results, approaching

human level performance, on the ImageNet Large Scale Visual Recognition Challenge data

set [58]. Like for the LReLU, their activation function can be defined as

σ(a) =

{
a if (a >= 0)

d · a, else
(2.63)

except for the fact that He et al. [27] train d as an adaptive parameter as part of the

networks training process, contrary to the LReLU where d is a constant. Eqn. (2.63) can

also be rewritten as

σ(a) = max(0, a)− d ·max(0,−a). (2.64)

In a similar way, Agostinelli et al. [1] have attempted to train not only one, but several

negative components of the leaky ReLU, where they also optimize their starting positions.

They add a number of terms max(0,−x+ c
(l)
n ), to a ReLU bias and optimize their weights
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and starting positions in the form

σ(a) = max(0, a) +

I∑
i=1

ki ·max(0,−a+ ci), (2.65)

where ki is the weight with index i in a given neuron, I is the number of weights in the

same neuron, and ci indicates the position of the negative ReLU term.

Finally, our work has been inspired by the work of Chen et al. [13], who train filter

parameters and influence functions for image restoration processes by fitting Gaussians

Radial Basis Function model into their diffusion models. In this thesis, we introduce a

general framework to train activation functions, which uses a similar model as the one

applied by Chen et al. in their diffusion models. While Chen et al. constrain their models

to use solely Radial Basis Functions though, we are able to apply every function with

computeable gradients as a base function. We start out with a general activation function

defined as

σ(a;k, c, u) =
I∑
i=1

ki · φ(a; ci, u), (2.66)

where a is the input to the unit, k is a vector of amplitudes, c is a vector of positions on

the a-axis and u is a shape parameter, which we use to control the shape of our arbitrary

base function φ(a, ci, u). Note that when setting

φ(a; ci, u) = max(0,−a+ ci) (2.67)

we get

σ(a) =
I∑
i=1

ki ·max(0,−a+ ci), (2.68)

which is in fact Eqn. (2.65) minus the ReLU bias. If we further set I = 1, and c = 0 we

get

σ(a) = k1 ·max(0,−a), (2.69)

which is identical to Eqn. (2.64), again without its ReLU bias. Thus the trainable com-

ponents in the units of Agostinelli et al. [1] as well as He et al. [27] can be considered as

special cases of Eqn. (2.66).

Nevertheless, since the pick of the base functions is arbitrary for Eqn. (2.66), contrary

to Maxout [25], APL units [1], and PReLUs [27], we are able train non-convex, continuous

activation functions. Consequently, our activation functions are expected to be more ex-

pressive in general, since they are less constrained than the ones of the methods mentioned

above. Furthermore, contrary to the methods mentioned above, we share the parameters

of our base functions in order to keep the number of parameters in our layers low. More-

over, to ensure a stable training process, we to constrain the positioning as well as the

shape factors of our base function to meaningful combinations.
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3
Learning Activation Functions for Recognition Tasks

Deep learning has received a recent boost due to increased memory and processing power

as well as novel activation functions and overfitting reduction methods [71]. In the process,

several proposed methods which incorporate learning parts of the activation function have

shown state-of-the-art performance [1, 25, 27]. Yet, these methods learn solely steepness

parameters for ReLUs [1, 27], or the activation functions [25] are strictly convex.

Therefore, we propose a method to train non-convex activation functions, which we

hope will be more expressive, by learning the weight, position and shape of a set base

functions:

σ(a;k, c, u) =
I∑
i=1

ki · φ(a; ci, u), (3.1)

where a is the input to the unit, k is a vector of amplitudes, c is a vector of positions

on the a-axis and u is a shape parameter, which we use to control the shape of our

exchangeable base function φ(a, ci, u). k, c, and u are identical for a given layer and are

updated using the regular backpropagation algorithm with gradient descent as introduced

in Section 2.2.1. Thus we will attempt to learn an individual activation function for every

single layer of our neural network.

Note that while this model is definitely inspired by Radial Basis Functions, which have

been used previously in neural networks [9, 40], to our knowledge, these approaches were

not directed to learn an activation function the way we propose. Furthermore, we do not

constrain our base functions to be Radial Basis Functions and consequently, they don’t

rely solely on the distance of the input value a to the location parameter ci as an input,

but also may be defined in different ways, depending on how it might fit given the problem

at hand.

In this Chapter, we show how the model from Eqn. (3.1) can be implemented in a

neuron layer to create neural networks with trainable, non-convex activation functions in

its most general form: In Section 3.1, we derive the general gradient update rules needed

to train a parameterized activation function as the one proposed above. Thereafter, since
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28 Chapter 3. Learning Activation Functions for Recognition Tasks

the proposed model poses challenges in terms of the initialization of position and shape

parameters, as well as computational feasibility, we discuss the measures we take to keep

the amounts of parameters low, while learning meaningful models in Section 3.2. Sec-

tion 3.3 treats enforced regularization as a measure to tackle overfitting in our units, after

which we give a short overview on the various base functions we used for the learning pro-

cess in our networks in Section 3.4. Finally, we shortly discuss the amount of parameters

trained in our unit and compare it to the amount of parameters of current state-of-the-art

approaches [1, 27] in Section 3.5.

3.1 A General Derivative Framework For Function Approx-

imation Units

To learn the parameters of our activation function shown in Eqn. (3.1), we need to incor-

porate it into the backpropagation process of the network. As we discussed at length in

Section 2.2.1, our preferred way of training neural networks is via (stochastic) gradient

descent using gradient backpropagation. Thus, for a given neuron implementing the acti-

vation function from Eqn. (3.1), the gradient descent update rule (neglecting momentum

and weight decay terms) for amplitude ki of basefunction i would be

ki = ki − η ·
N∑
n=1

∂l(y(n), ŷ(n))

∂ki
, (3.2)

where l(y(n), ŷ(n)) is a loss measure, y(n) is the label of the input vector with index n, x(n),

and ŷ(n) is the networks estimate for the class label, given x(n). Note that we omitted the

layer and neuron indices of ki in this case to keep the notation simple. According to the

backpropagation algorithm (see Section 2.2.1 for details), we need to compute

∂l(y(n), ŷ(n))

∂ki
=
∂l(y(n), ŷ(n))

∂σ(a;k, c, u)
· ∂σ(a;k, c, u)

∂ki
. (3.3)

Luckily, we get ∂l(y(n),ŷ(n))
∂σ(a;k,c,u) delivered as a result of a previous step of the backpropaga-

tion algorithm and only need to compute

∂σ(a;k, c, u)

∂ki
= φ(a; ci, u). (3.4)
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Similarly, we can compute the gradient updates for c and u as

∂σ(a;k, c, u)

∂ci
= ki ·

∂φ(a; ci, u)

∂ci
, (3.5)

∂σ(a;k, c, u)

∂u
=

I∑
i=1

ki ·
∂φ(a; ci, u)

∂u
. (3.6)

Furthermore, to backpropagate the gradients down to the next layer, we also need to

compute
∂l(y(n), ŷ(n))

∂a
=
∂l(y(n), ŷ(n))

∂σ(a;k, c, u)
· ∂σ(a;k, c, u)

∂a
. (3.7)

We compute

∂σ(a;k, c, u)

∂a
=

I∑
i=1

ki ·
∂φ(a; ci, u)

∂a
. (3.8)

and multiply it with the already known ∂l(y(n),ŷ(n))
∂σ(a;k,c,u) .

This way, we can take any function φ(a, ci, u) for which we are able to compute its

(sub)gradients for all parameters, and use it as a base function in our unit. For instance

we could set φ(a; ci, u) = e
− (a−ci)

2

2u2
i and accordingly

∂φ(a; ci, u)

∂a
= e
− (a−ci)

2

2u2
i · −(a− ci)

u2i
(3.9)

∂φ(a; ci, u)

∂ci
= e
− (a−ci)

2

2u2
i · (a− ci)

u2i
, (3.10)

∂φ(a; ci, u)

∂u
=

I∑
i=1

e
− (a−ci)

2

2u2
i · (a− ci)2

u3i
. (3.11)

Until now, we have discussed the updates for a single neuron, thus implying that a

set of parameters k, c and u is separate for every neuron, which would imply that we

train an activation function for every single neuron. Since we want to keep the amount of

parameters of our model low though, we want to train only a single set of parameters k,

s and u for a given neuron layer.

For convolutional neural networks the parameters of the filter weights for a given

feature maps are combined through addition of the gradients [40]. This method has proven

to work well for CNNs (for instance [38]), thus we follow the same direction. We denote

the update gradient of parameter ki for neuron f in our layer as
(∑N

n=1
∂l(y(n),ŷ(n))

∂ki

)
f
, and

get

ki = ki − η ·
F∑
f=1

(
N∑
n=1

∂l(y(n), ŷ(n))

∂ki

)
f

, (3.12)
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where F is the number of neurons in our layer. The parameter update equations for ci
and u are updated in the same way.

While this model allows us to learn activation functions using all kinds of different base

functions, it still suffers from the drawback of a rather high amount of parameters. While

the amount of parameters is arguable neglectable compared to the amount of parameters

used in fully connected layers, such a parameterized network would be pretty hard to com-

pare to a standard network with ReLU activation functions, and is furthermore expected

to be take a lot longer to train. Furthermore, the initialization is still an open question,

though critical for the optimization process, especially for position and shape parameters,

since small changes might have large impacts for these parameters. Therefore we propose

some constraints on our activation functions to reduce the amount of free parameters in

our activation function on one hand, and attempt to enforce meaningful and expressive

values for sigma and shape parameters on the other hand.

3.2 Reduction Of Parameters

The model proposed in Section 3.1 bears the drawback of many parameters which are

optimized jointly and is therefore expected to exhibit higher training times and memory

consumption than a regular ReLU network. Furthermore, the question remains how to set

the positions for our base functions, since we usually do not know the exact distribution

of the input space and can only make guesses.

To reduce the amount of free parameters while maintaining the overall expressive power

of the model, we constrain the centers c to be spaced equidistant over the input domain.

For this purpose, we introduce an initialization which assigns every element ci of the vector

c a value in the in interval [−1, 1] in a way that the distance between two neighboring

centers, ci and ci+1 is always the same. Since we have I base functions, we want to set I

centers equidistant on the interval [-1,1], while positioning c1 at −1 and cI at 1. Therefore,

we divide the interval [−1, 1] into I − 1 parts. It follows that the distance between ci and

ci+1 is

d =
1− (−1)

I − 1
=

2

I − 1
. (3.13)

That way, we can calculate the position of every center ci by adding (i− 1) distances d to

the start point c1 which lies at −1:

ci = c1 + (i− 1) ∗ d = −1 + (i− 1) ∗ d = −1 + (i− 1) ∗ 2

I − 1
, (3.14)

where I is the number of used base function and i ∈ 1, .., I.

Now, to position our base functions equidistant not only on the interval [−1, 1], but

on the whole definition space, we we introduce the input range factor s. By multiplying

c with s, we make our base functions spread equidistantly on the interval [−s, s]. To
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optimize the position of our base functions, we now optimize the input range factor s to

control on which interval our base functions spread.

To introduce this constraints into our model, we take the following measures: Since

we want to have c fixed and optimize s instead, we treat c as a constant vector, defined

as shown above, and use s as an parameter in our activation function instead:

σ(a;k, s, u) =
N∑
i=1

ki · φ(a; s · ci, u), (3.15)

as well as the according gradient update rule

∂σ(a;k, s, u)

∂s
=

N∑
i=1

ki ·
∂φ(a; s · ci, u)

∂(s · ci)
· ∂(s · ci)

∂s
(3.16)

=

N∑
i=1

ki ·
∂φ(a; s · ci, u)

∂(s · ci)
· ci. (3.17)

An additional problem, similar to the correct initialization of base function positions, poses

also the initialization of base function shape, where applicable: For base functions which

make use of the shape parameter u, an approximation of base functions will likely be more

useful when the corresponding base functions are overlapping to approximate a target

function. Models which attempt to approximate with too small u will create functions

that form a saw tooth patterns rather than any continuous function. Therefore they might

deliver a satisfactory approximation for single data points, but fail to deliver a reasonable

approximation for large portions of the input space.

A possibility to enforce a sufficiently large sigma parameter would be to add a bias to

ensure that all base functions are always well-overlapping.

We designed the following initialization scheme for Gaussian base functions φ(a; ci, u) =

e
− (a−ci)

2

2u2
i , nevertheless it might be useful for other base functions with a similar shape

parameter as well.

If we space the centers of our base functions such that their distance is 2u, we can expect

around 22% overlap for Gaussian base functions due to the 68-96-99-rule, which states that

68% of all values for a Gaussian distribution lie within [−σ, σ] = [−u, u] . Considering that

the distance between the neighboring centers is 2u, we set I base functions in a predefined

interval of our input space. The centers of these base functions then divide the interval

into (I-1) sub intervals of length 2u. Therefore we get the relation

2u =
l

I − 1
, (3.18)
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where I is the number of Gaussians and l is the length of our interval. Consequently,

u(l, I) =
l

2(I − 1)
. (3.19)

Considering that we already set a input range parameter for the model, which always

describes the maximum value in an interval symmetric around zero, it is reasonable to

replace l with 2s which leads to

u(s, I) =
s

(I − 1)
. (3.20)

For Gaussian base functions, this parameterized u can be used as a bias ubias(s,N) to

ensure a basic reasonable spacing of Gaussians while adding an additional optimizeable

component uopt for fine-tuning:

u = ubias(s, I) + uopt. (3.21)

If we now replace u with u′ = ubias(s, I) + uopt = s
(I−1) + u we obtain

σ(a;k, s, u) =
I∑
i=1

ki · φ
(
a; s · ci,

s

(I − 1)
+ u

)
. (3.22)

for our updated activation function. Since u is a function of s, this implies that we need

to adjust the gradient update rules for u:

∂σ(a;k, s, u)

∂u
=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂( s
(N−1) + u)

·
∂( s

(N−1) + u)

∂u
(3.23)

=
N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂( s
(N−1) + u)

, (3.24)

as well as for s:

∂σ(a;k, s, u)

∂s
=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂(s · ci)
· ∂(s · ci)

∂s
(3.25)

=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂(s · ci)
· ci (3.26)
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So we finally get the following set of gradient update rules

∂σ(a;k, s, u)

∂a
=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂a
(3.27)

∂σ(a;k, s, u)

∂ki
= φ(a; s · ci,

s

(N − 1)
+ u), (3.28)

∂σ(a;k, s, u)

∂s
=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂(s · ci)
· ci, (3.29)

∂σ(a;k, s, u)

∂u
=

N∑
i=1

ki ·
∂φ(a; s · ci, s

(N−1) + u)

∂( s
(N−1) + u)

, (3.30)

(3.31)

where we can plug in any base function φ(a; c;u) for which we can compute the

(sub)gradients after x,c and u.

We refer to the units implementing this model as Approximating Learnable Units

(ALUs), since they learn the optimal activation function through approximation.

3.3 Enforced Regularization

To stabilize the optimization process and reduce overfitting, for some of our models, we

enforce the L1 or L2 norm of our weights ki to be constant, such that

I∑
i=1

|ki| = 1, (3.32)

for a constant L1 norm, and √√√√ I∑
i=1

k2i = 1, (3.33)

for a constant L2 norm respectively. By renormalizing the amplitudes k after each gradient

update, we seek to force our layers to learn meaningful combinations of weights instead of

minimizing the loss by changing the overall magnitude of the activation function which is

undesirable.

3.4 Proposed Approximation Base Functions

We expect the choice of base function to have high influence on the approximation perfor-

mance. Consequently, we intend to preselect base functions for evaluation in our experi-

ments, which promise the best results. In our preselection of base functions we intend to

to incorporate the classical choices for approximation such as the Gaussian function which
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has been used successfully in Radial Basis Functions [9] as well as pursue novel approaches

by attempting to approximate a function on the whole input domain by optimizing a sum

of cosine functions. A short description of the base functions combined to approximate

activation functions within neural networks follows.

3.4.1 Cosine

−10 −5 0 5 10
a

−2.0

−1.5

−1.0

−0.5
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1.5

2.0φ(a; c, u)

Figure 3.1: Cosine base function as it has been used in our network layers.

Cosine functions promise to be suitable base functions (see Figure 3.2 for illustration),

since they are defined over the whole input space. That way, the question of choosing

the correct input range based on the distribution of the input samples does not rise.

Furthermore, cosine base functions exhibit varying gradient over the whole input domain.

Therefore, we deem vanishing gradient problems when training with cosine base functions

as unlikely. We define our cosine base function as

φ(a; c, u) = cos(c · a). (3.34)

Reference:

 ()
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The partial derivatives for a, ci and u of the functions are compute then as

∂φ(a; c, u)

∂a
= − sin(c · a) · c, (3.35)

∂φ(a; c, u)

∂u
= 0. (3.36)

and
∂φ(a; c, u)

∂ci
= − sin(c · a) · a. (3.37)

Since it is not possible to define locally confined cosines, the cosine base functions pose

an exception here concerning the interpretation of their parameters: We use c here to

describe the angular frequencies of our set of base functions. This has proven more useful

than taking u, which is the shape parameter of our base function and thus would be the

natural choice. Unfortunately though, we have defined u to be fixed for all base functions

to reduce parameter space, which lead to poor performance in preliminary experiments

for cosine base functions. This was due to all cosines oscillating with the same base

frequency u, which prevented the training of expressive models. Therefore, we choose

this variant, since our initialization scheme of c′ = s · c comes in handy as well here,

and has a nice interpretation: c′i has the interpretation of the angular frequency of the

corresponding cosine, thus c′ is a set of angular frequencies symmetrically spread over the

spectrum. Consequently, s is then the maximal angular frequency used in the ensemble

of base functions defining the breadth of the spectrum.

3.4.2 Gaussian

We use Gaussians base functions (see Figure 3.2 for illustration) because they are the

classical choice when approximating functions with a Radial Basis Function network. Fur-

thermore, Chen et al. [13], who originally inspired this work, obtained excellent results

using parameterized sums of Gaussians to train influence functions for reaction diffusion

models applied to image restoration. Our Gaussian base function is defined as

φ(a; c, u) = e−
(a−c)2

2u2 . (3.38)

Consequently, the derivatives of φ(a; c, u) for a, c and u compute as

∂φ(a; c, u)

∂a
= e−

(a−c)2

2u2 · −(a− c)
u2

, (3.39)

∂φ(a; c, u)

∂ci
= e−

(a−c)2

2u2 · (a− c)
u2

, (3.40)

and

∂φ(a; c, u)

∂u
=

N∑
i=1

e−
(a−c)2

2u2 · (a− c)2
u3

. (3.41)
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Figure 3.2: Gaussian base function as it has been used in our network layers.

3.4.3 ReLU

We try out ReLU base functions (see Figure 3.3 for illustration) since excellent results have

been achieved with them and modifications of them on many computer vision problems

(e.g. [38]). The exhibit non-zero gradient on large portions of the input space and have

shown excellent performance even in very deep structures. Furthermore Agostinelli et

al. [1] as well as He et al. [27] train parameterized ReLU models and achieve excellent

results applying them to state-of-the-art recognition benchmarks. The ReLU is in general

defined [52] as

σ(a) = max(0, a). (3.42)

To train sums of ReLUs, we want to distribute ReLUs over the whole input space, therefore

we extend the definition above making use of our location parameter c such that

φ(a; c, u) = max(0, a− c). (3.43)

That way, we can shift the ReLUs kink from the origin to any position c on the input space.

Since φ(a; c, u) is not continuous in this case, we compute its derivative analytically like

we did for the base functions before, but just divide the input space in the subspacewhere
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Figure 3.3: ReLU base function as it has been used in our network layers.

φ(a; c, u) is continuous on the whole subspaceand compute the correct gradient for each

subspace. Note that since the gradient is undefined at c, where a kink occurs. Since the

gradient ∂φ(a;c,u)
∂a is constant though for all a > c as well as for all a < c, for the point c we

just add c to the subspace a > 0 assign the function ∂φ(a;c,u)
∂a the corresponding gradient

at that point. Thus we get

∂φ(a; c, u)

∂a
=

{
1, if (a ≥ c)
0, else

. (3.44)

In the same way we obtain

∂φ(a; c, u)

∂c
=

{
−1, if (c ≤ a)

0, else
. (3.45)

Finally, since we do not make use of the shape parameter u in our ReLU base function

∂φ(a; c, u)

∂u
= 0. (3.46)
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3.4.4 Triangle
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Figure 3.4: Triangle base function as it has been used in our network layers.

Triangle functions are quite similar in shape to Gaussian functions and can therefore

be viewed as a rough approximation of them. Nevertheless, triangular functions are much

quicker to evaluate than Gaussian functions due to their much simpler definition. We

therefore expect triangles to exhibit a similar performance to Gaussians by delivering

a piece-wise linear approximation of the activation function learned with Gaussian base

functions. We define the triangular function as

φ(a; c, u) = max(0, 1− |a− c|). (3.47)

Again, we can not compute the derivatives analytically since φ(a; c, u) is not continuous

over the whole input space. Therefore we divide the input space in subspaces again such

that the gradient for every subspace can be computed. Then we compute the gradient

for each subspace separately and assign the points where φ(a; c, u) exhibits kinks to a
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Activation Function # Of Parameters Per F Neurons Of Layer l

ReLU F (l−1) · F (l)

APL [1] (F (l−1) + 2I) · F (l)

ALU F (l−1) · F (l) + I + 2

PReLU [27] (F (l−1) + 1) · F l

Table 3.1: Numbers of parameters needed per F neurons of layer l for APL, ALU, PReLU and
ReLU activation functions

neighboring subspace. That way, we obtain

∂φ(a; c, u)

∂a
=

{−(a−c)
|a−c| , if |a− c| < 1

0, else
, (3.48)

and

∂φ(a; c, u)

∂c
=

{
a−c
|a−c| , if |a− c| < 1

0, else
. (3.49)

Finally,
∂φ(a; c, u)

∂u
= 0 (3.50)

again.

3.5 Parameters Needed By The Model

To ensure a fair comparision between activation units, one has to take care to train net-

works with the approximately same amount of parameters. We compare our parameters

per layer. Consider a fully connected network layer l with F (l) neurons. Table 3.1 shows

a parameter comparison between a regular fully connected layer with ReLUs, as well as

fully connected layers with APLs, ALUs and PReLUs of the same size respectively. If we

use ReLUs as an activation function, we do not train any additional parameters, and thus

need only to consider the parameters for the weights between the neurons, which amounts

to F (l−1) ∗ F (l) parameters, where F (l−1) and F l is the number of neurons for layers l− 1

and l respectively.

In an ALU layer, we additionally train the parameter vectors k, s and u, where k has I

parameters and s and u have 1 parameter. This gives us F (l−1) ·F (l)+I+2 parameters for

a fully connected ALU layer. An APL layer, on the contrary, trains individual functions

for every neuron through optimization of amplitudes and centers. Therefore the layer

holds F (l−1) ·F (l) + 2 · I ·F l = (F (l−1) + 2I) ·F (l) parameters. Finally, in a fully connected

PReLU layer only a single parameter, namely the steepness, is additionally trained for

every neuron, and thus its amount of parameters needed amounts to F (l−1) · F (l) + ·F l =

(F (l−1) + 1) · F l.
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Based on these observations, we see that we are able to compare our method to net-

works with ReLU activations without taking additional measures, since the amount of

additional parameters is for sensible values of I in the range of 5 to 50 insignificant.

Adding a single neuron to a ReLU layer results in F (l−1) additional parameters in that

layer, where F (l−1) � I for common networks.

Thus, by applying the parameter reduction techniques introduced in Section 3.2 to our

framework, we are able to train activation functions using only a low amount of additional

parameters contrary to recently proposed methods.



4
Experiments

In Chapter 3 we have proposed a general framework to train activation functions within

neural networks by optimizing several parameters of a sum of base functions. In order to

verify our ideas in practice, we implement our proposed neuron unit within the Caffe [33]

deep learning framework. Using this implementation, we conduct experiments to verify

our proposed models, and to find out under which circumstances they perform best in

practice. Furthermore, we want to investigate the influence of various single parameters

in the model on its overall performance. Finally, we compare our model with recently

proposed similar models on state-of-the-art computer vision problems.

For our experiments we will use four different data sets. First, the Modified NIST

(MNIST) data set. The MNIST data set contains gray value images of handwritten

digits. LeCun et al. [40] constructed MNIST from the NIST image set [26] by mixing the

original training setand test set. This was done in order to ensure a better generalization

of the classifiers trained on the data set [40]. Moreover, LeCun et al. normalized scale

and position of digits in the images for better classifier performance. The MNIST data

set consists of 70000 gray value images of handwritten digits, where each image is 32x32

pixels in size. They are separated into a training setof 60000 images as well as a test setof

10000 images. Both sets are labeled with integers from 0 to 9.

The CIFAR-10 and CIFAR-100 data sets are subsets of the Tiny images data set [67].

The tiny images data set consists of 80 million color images, mined from the internet

and normalized to a size of 32x32 pixels by Torralba et al. [67]. These images are not

labeled, but only loosely associated with nouns listed in the Wordnet[51] lexical database.

Krizhevsky et al. created sets of reliable labels for the images contained in the CIFAR-10

and CIFAR-100 data sets. The CIFAR-10 data set contains 60000 images belonging to

10 classes, where every class contains 6000 images. This images are again separated into

50000 training images as well as 10000 test images, which are labeled with integers from

0 to 9. Similarly, the CIFAR-100 data set contains 60000 images of 100 classes, where

every class holds 600 images. The separation in training and test set is identical to the

CIFAR-10 data set, the image class labels are indicated with integers between 0 and 99.
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For the CIFAR-100 data set, Krizhevsky et al. supply a set of 20 coarse labels as well,

which comprehend the 100 classes of the data set to larger superclasses. Nevertheless, in

this thesis, we only make use of the 100 finer class labels, and ignore the coarse labels in

our experiments.

Finally, the Street View House Numbers (SVHN) [53] data set contains labeled images

of house numbers obtained from Google Street View R©. The SVHN data set is separated

into a training data set containing 73257 images, as well as a test set of 26032 digits.

Finally 531131 images, which are easier to recognize, are supplied as an additional training

or validation set. All images are labeled with integers between 1 and 10, where the digit

0 is labeled with the integer 10. Since the SVHN data set is the only one that supplies

a possible validation set, to be consistent with our method in between data sets, in this

thesis, we only make use of the training and test set. Netzer et al. [53] provide the SVHN

data set in two different formats. The first version of the data set contains all images

in their original resolution, the digits are annotated with bounding boxes. The second

version of the data set is more similar to the format of the MNIST data set. The digits

in the second version are normalized and cropped to be centered within a color image

which is 32X32 pixels in size. Again, to obtain comparable results between data sets in

our experiments, we only make use of the latter version of the data set in this thesis.

We will use two different networks for our experiments. For analysis of our unit and

the exploration of its parameter space, we conduct experiments on a modified version of

LeNet [40], which we call ALeNet (see Table 4.1). ALeNet consists of 2 convolutional

layers and a fully connected layer, where we put our activation function behind every

convolutional layer as well as the fully connected layer. In all experiments where we make

use of the ALeNet architecture, we train for 20000 iterations and use a momentum of

a = 0.9, a base learning rate of η = 0.01 as well a as a weight decay of λ = 0.0005. Since

we found it beneficial for the stability of the training process in preliminary experiments,

we multiply the global learning rate with 0.1 for the gradient updates inside our units.

This is done whenever not mentioned otherwise. All reported numbers are the average over

20 trained networks with the same architecture, but random initialization of the weight

parameters, unless otherwise stated. Furthermore, for simplicity and clarity, by default

we train only the amplitudes k in our ALU units, and add the training of shape and input

range later, as we analyze the impact of these parameters. Whenever we train shape and

input range parameters of our units, we will mention it explicitly in the corresponding

experiment.

To investigate the influence of the used base function, initialization and normalization

procedures on the performance of our units, as well as the impact of various parameters,

we first train on the CIFAR-10 data set. Thereafter, we use the best configuration found

from the aforementioned experiments to evaluate the performance of ALUs on the MNIST,

CIFAR-100 and SVHN data sets which will all be trained on the ALeNet architecture. For

reference, we show the performance of a ReLU baseline for every experiment as well: we

replace the ALUs in ALeNet with a regular ReLU.
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layer no layer type size weight initialization bias initialization

1 Convolutional (20× 5× 5) xavier constant
2 ALU/ReLU - varying -
3 Max-Pooling (20× 2× 2) - -
4 Convolutional (50× 5× 5) xavier constant
5 ALU/ReLU - varying -
6 Max-Pooling (50× 2× 2) - -
7 Fully Connected 500 units xavier constant
8 ALU/ReLU - varying -
9 Fully Connected 10 units xavier constant
10 SoftMax - - -

Table 4.1: ALeNet: Net Architecture used in the first analytic part of our experiments. Our unit
is placed behind every convolutional or fully connected layer

layer no layer type size weight initialization bias initialization

1 Convolutional (96× 5× 5) Gaussian constant
2 ALU/(P)ReLU/APL - varying -
3 Dropout (Rate: 0.25) - -
4 Max-Pooling (96× 3× 3) - -
5 Dropout (Rate: 0.25) - -
6 Convolutional (128× 5× 5) Gaussian constant
7 ALU/(P)ReLU/APL - varying -
8 Dropout (Rate: 0.25) - -
9 Avg-Pooling (128× 3× 3) - -
10 Dropout (Rate: 0.25) - -
11 Convolutional (256× 5× 5) Gaussian constant
12 ALU/(P)ReLU/APL - varying -
13 Dropout (Rate: 0.25) - -
14 Avg-Pooling (256× 3× 3) - -
15 Dropout (Rate: 0.5) - -
16 Fully Connected 2048 units Gaussian constant
17 ALU/(P)ReLU/APL - varying -
18 Dropout (Rate: 0.5) - -
19 Fully Connected 2048 units Gaussian constant
20 ALU/(P)ReLU/APL - varying -
21 Dropout (Rate: 0.5) - -
22 Fully Connected 10 units Gaussian constant

Table 4.2: DeepNet: Net Architecture used to compare ALUs to ReLU APL and Maxout units
delivering state of the art performance
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Finally, we compare our proposed unit to a similar state-of-the-art methods recently

proposed by Agostinelli et al. [1] and He et al. [27], on the net architecture Agostinelli

et al. use. In this thesis, we refer to this network as DeepNet, its structure is shown in

Table 4.2. For the training of networks with the DeepNet architecture, we train for 90000

iterations and use a momentum of a = 0.5, which is gradually increased towards a = 0.9,

a base learning rate of η = 0.01 as well a as a weight decay of λ = 0.001. All experiments

are run on a single Nvidia R© GeForce GTX 780 Ti graphics processing unit with 3 GiB

Memory.

The remaining chapter is structured as follows: we start by investigating the impact

of different base functions on the classifier accuracy in Section 4.1. After we have found

the best performing base function for our network and data, we investigate the suitabil-

ity of different amplitude initializations for our units in Section 4.2. This experiment is

followed by a review on how and why decreasing the learning rate of the fully connected

ALU layers affects accuracy in Section 4.3. This review results in an experiment testing

the effectiveness of forced regularization as an overfitting reduction method for the ampli-

tudes k in our ALU layers as described in Section 4.4, followed by an examination of the

relationship between the number of used base functions I and the accuracy in Section 4.5.

Thereafter we research the relationships of the input range and shape parameters s and

u as well as their optimization with accuracy in Section 4.6 and Section 4.7. Finally, we

investigate the performance ALeNet with our units on the MNIST, CIFAR-100 and SVHN

data sets in Section 4.8 and compare its performance with similar state-of-the-art methods

on DeepNet in Section 4.9.

4.1 Impact Of Base Function

First, we want to determine which base function delivers the best results when used in

ALUs in a network like the one we introduced. Therefore we train 5 similar groups of

networks using the ALeNet architecture described in Table 4.1. For every set of networks,

we use a different kind of activation function after the convolutional and fully connected

layers: As a baseline, we use a group of 20 networks, trained with ReLUs. Furthermore,

we train 4 groups of 20 networks with our own proposed units, namely ALUs, where we

use a different base function for every network group. Therefore, we train 20 networks

with a cosine base, 20 networks with a Gaussian base, 20 networks with a ReLU base, as

well as 20 networks with a triangle base. The base function amplitudes initialized with

randomly generated values which are equally distributed between −0.5 and 0.5. Randomly

generated values are drawn individually for the parameters of every single network.

Figure 4.1 shows example initializations of ALU layers with cosine, Gaussian, ReLU

and triangle base functions.

The input range parameter is set as s = 3 because of the so-called 65-95-99.7 rule: it

states the relative amount of values lying in intervals of 1, 2, and 3 σ around the mean

for Gaussian distributions. Hence, for any Gaussian distribution, 65% of values are within

Reference:
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(a) Initial activation function (cosine)
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(b) base functions (cosine)

6 4 2 0 2 4 6
0.6

0.4

0.2

0.0

0.2

0.4

0.6

0

20000

40000

60000

80000

100000

120000

140000

(c) Initial activation function (Gaus-
sian)
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(d) base functions (Gaussian)
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(e) Initial activation function (ReLU)
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(f) base functions (ReLU)
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(g) Initial activation function (triangle)
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(h) base functions (triangle)

Figure 4.1: Left column shows examples for Initial activation functions of the ALU layer for
different base functions when initializing amplitudes with uniform noise. The corresponding base
functions are shown (in different colors for better visibility) in the right column. For reference, a
histogram of the input data to the layer (i.e. the accumulated input to all units) is shown.
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base function accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
cosine 64.79± 2.88 2.1622± 0.1845 0.0241± 0.0539

gaussian 67.01± 1.50 1.5443± 0.0969 0.0021± 0.0001
relu 58.75± 11.86 2.2376± 0.3109 0.1819± 0.5043

triangle 67.80± 1.50 1.5086± 0.1010 0.0022± 0.0001

Table 4.3: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test sets of the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with different base functions. Results are averaged over 20 networks each.

the range of ±1σ around the mean, 95% of all values of said Gaussian distribution lie

within ±2σ and 99.7% of all values lie within ± 3 σ. Thus if we assume the input data

for our layer to be Gaussian distributed with a mean of 0 and a standard deviation of 1,

setting the input domain for our activation functions to [-3,3], enables us to cover 99% of

the input values given to our layer.

This rule does of course not apply to cosine base functions, where s per definition has

more the interpretation of the maximal angular frequency used in the initialization. But

since the training with cosine activation functions performs acceptably when initialized

that way, as we will see in the results, and no obviously better value to use lies at hand,

we initialize the units using cosine base functions with s = 3 as well.

u will be initialized like we derived it since the beginning of this thesis, dependent from

the input range s, considering the spacing of base function centers:

u =
s

(I − 1)
. (4.1)

Note that u only applies for Gaussian base functions though, since they are the only ones

incorporating a shape factor.

Table 4.3 shows mean and standard deviation of the accuracies as well as test loss

and train loss for each of our trained network sets with ALUs as well as the baseline set.

Therefore, results have been obtained by averaging over 20 networks trained with identical

parameters apart from a random initialization of weights in convolutional, fully connected

and ALU layers.

As we can see, with our current configurations, ReLU units outperform ALU units by

at least two percent in terms of accuracy. The best results are achieved using triangular

base functions, followed by Gaussian base functions, which are quite similar in shape

and therefore deliver a similar result. On the other hand, cosine base functions show

a significantly worse performance followed by ReLUs which perform the worst in this

experiment.

Standard deviations of accuracy are for all networks using ALUs higher than for the

baseline. This indicates that their performance is, as expected, dependent on the initial-

ization of their base function amplitudes. The high standard deviation in accuracy for
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the ReLU network might point to a reason for the bad behavior of the networks from the

ReLU group. This high standard deviation indicates instabilities in the training process

causing the prediction of the corresponding network to fail completely. This might happen

for the networks in the ReLU set since ReLUs are, contrary to Gaussian and triangles,

non-zero over very large parts of the input space and, contrary to cosine base functions,

not bounded in their output domain. For sums of ReLUs, very high output values will

therefore occur in the forward path of the network, which might destabilize it due to large

gradient steps or overflows. A possible measure against this effects, as discussed above,

might be the choosing of a different initialization patterns, a smaller learning rate and

less base functions. In this set of analytic experiments we will refrain from this measures

though, in favor of fair comparison and feasibility.

When taking a look at the test loss, one discovers an interesting fact: despite the

mean accuracy of the triangle and Gaussian ALU networks being lower than the one of

the baseline, their mean test losses are slightly lower than the baseline mean test loss.

Several reasons might be accounted for this observation: First, while loss and accuracy

measure similar things and are strongly correlated, their relationship is complex, and

therefore, for two slightly different accuracies, the respective losses of the networks might

show a higher difference. Therefore, one or two significantly lower losses in our Gaussian

and triangle sets might have skewed the mean test loss of these network sets to be lower

than the baseline test loss. The higher standard deviation of test loss on the triangle and

Gaussian network sets support that explanation. A second explanation lies also in the

nature of the multinomial logistic loss, which sinks as the networks confidence values in

the correct class of a sample rise. Therefore it might be possible that the network, although

making less correct predictions overall, is more confident concerning it’s correctly classified

samples than the baseline network.

When viewing the train losses, the most prominent observation is, that the train losses

of the triangle and Gaussian network sets are relatively low compared to the loss of the

baseline despite the baselines better performance and similar test loss scores. Since the

corresponding standard deviation of the train loss is low as well, this might indicate

that we slightly overfit our training data. To gain further information of the training

process of ALUs, we investigate the training loss as a function of the training iteration

for some example networks of each base function set, as shown in Figure 4.2. We see

that ALU networks seem to reach convergence faster than the Baseline network. This

hardens our suspicion that we might observe overfitting here in our networks. Another

remarkable observation can be made concerning the smoothness of the training process:

The networks using ALUs start out with a higher loss and their loss curves are less smooth.

The reason for this phenomenon might be the more complex optimization objective due

to the non-convex irregular activation functions used in the ALU networks.

We take a look at the trained functions for all four network sets: Figure 4.3 shows the

trained activations functions for a sample network out of our set of trained ALU networks

with a cosine base.
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(a) Train loss, cosine base.
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(b) Train loss, Gaussian base.
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(c) Train loss, ReLU base.
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(d) Train loss, triangular base.
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(e) Train loss, Baseline.

Figure 4.2: Multinomial logistic loss over 20000 iterations. We train four sample networks on
the ALeNet architecture using ALUs, each trained with a different base.
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(a) Trained activation function in layer 2 (cosine
base).
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(b) Base functions in layer 2.
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(c) Trained activation function in layer 5 (cosine
base).
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(d) Base functions in layer 5.
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(e) Trained activation function in layer 8 (cosine base).
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(f) Base functions in layer 8.

Figure 4.3: Trained activation functions of ALU layers after first convolutional layer, after second
convolutional layer and after the first fully connected layer. The trained activation functions are
shown in the left column, while the cosine base functions composing them are shown in the right
column.
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Additionally a histogram of the distribution of the input data to the ALU layer is given,

i.e. this histogram is computed over the inputs of all neurons together. Thus one needs to

keep in mind that the distribution of the input space for individual neurons might vary.

The most common feature for all three activation functions is that they seem to enforce a

very strong on-off behavior for the input space where the most samples are located. This

might enable the network to order samples better to subspaces in the sense of a maximum

margin classification. An additional interesting fact is the increasing complexity of the

learned functions as their distance from the input layer increases: While the first function

is composed of a single dominant harmonic to which the remaining harmonics simply make

small additions, the second layer is more involved and creates a more complex oscillation.

The third layer finally, is very difficult to interpret solely through visual inspection, but it

seems that the purpose of this compositions is to attenuate the functions peaks in certain

regions. This behavior might enable the network to separate between even more classes

by separating between high and low positive values. Note that this is not detectable

with a single linear neuron modeling a hyper plane, but it might be well detectable using

combinations of neurons. Activation functions that allow higher layers to separate between

more classes make sense in the context that feature representation within a neural network

is enforced to be more and more high-level and therefore, expressive closer to the networks

output stage. Therefore the activation function of the last layer might simply adapt to be

as expressive as possible.

We find our theory of ALU units attempting to train as strongly oscillating activation

functions as possible confirmed, when we take a look at the activation functions trained

by a sample network from the Gaussian network set as shown in Figure 4.4.

While, contrary to a cosine base, the Gaussian base functions of course do not spread

out over the whole definition space but are locally confined, the trained patterns are pretty

similar nevertheless: In all cases, the units attempt to maximize the distinguishability of

the input samples by training functions with several sharp peaks. Additionally, we can,

like for the network with the cosine base, see the spikes attenuating in the less populated

regions of the input space as the layers come closer to the output layer of the network.

Little surprising, the sample of the network set trained with triangle base functions,

which are roughly the shape of Gaussian, shows very similar patterns in it’s trained acti-

vation functions, which can be seen in Figure 4.5.

The activation functions of the sample network from the set of networks trained with

ReLUs as base functions make the only exception in this pattern as shown in Figure 4.6.

Since ReLUs have, except for the single kink in the origin, constant gradients in positive

and negative subspaces of the input space, they are less likely to create functions with

the high dynamic as seen in the plots above for the other base functions. Nevertheless,

the networks trained with ReLU base functions seem to attempt to maximize the On-Off-

behavior of their activation functions by forming bows. In general though, the network

training this activation function will mostly classify though sparsity of input, i.e. distin-

guish unit outputs which are zero from those which are not. The fact that the network has
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(a) Trained activation function in layer 2 (Gaussian
base).
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(b) Base functions in layer 2.
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(c) Trained activation function in layer 5 (Gaussian
base).

6 4 2 0 2 4 6
0.6

0.4

0.2

0.0

0.2

0.4

0.6

0.8

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

(d) Base functions in layer 5.
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(e) Trained activation function in layer 8 (Gaussian
base).
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(f) Base functions in layer 8.

Figure 4.4: Trained activation functions of ALU layers after first convolutional layer, after second
convolutional layer and after the first fully connected layer. The trained activation functions are
shown in the left column, while the Gaussian base functions composing them are shown in the
right column.
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(a) Trained activation function in layer 2 (triangle
base).
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(b) Base functions in layer 2.
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(c) Trained activation function in layer 5 (triangle
base).
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(d) Base functions in layer 5.
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(e) Trained activation function in layer 8 (triangle
base).
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(f) Base functions in layer 8.

Figure 4.5: Trained activation functions of ALU layers after first convolutional layer, after second
convolutional layer and after the first fully connected layer. The trained activation functions are
shown in the left column, while the Gaussian base functions composing them are shown in the
right column.
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spread the input samples over the whole input space for layers 5 and 8, as can be seen in

the corresponding input histograms, supports this assumption. Most likely an unsuitable

initialization is accountable for the observed activation functions.

In a nutshell, we found out that ALUs utilizing the triangle base function delivered

the best results so far, therefore we will conduct our further analytic experiments with

them.The base functions we train exhibit very high dynamic and seem built to encode as

much state information as possible in the network. Furthermore, have observed overfitting

effects, which we will investigate in depth in later experiments. But since these the shape

of these functions might be initialization dependent, and also because we have seen that

initialization of our amplitudes can make the difference between success and failure of our

networks, we will investigate the impact of several different initializations on the networks

accuracy, well as well as its activation functions, in the next experiment.

4.2 Impact Of Initialization

In this experiment we investigate the impact of different amplitude initializations on the

accuracy of ALU networks. We initialize layer amplitudes k with a constant value ai = 1,

Gaussian distributed random values, and a ReLU-like function initialization

ki = max(0, ci), (4.2)

where ki and ci are amplitude and location of the base function with index i. Additionally,

we try a similar initialization as the one proposed by Agostinelli et al. [1] for APL units.

We initialize the units amplitudes ki with uniformly distributed random values, as already

used in Section 4.1, only that now we add a ReLU function as bias term in front of the

optimizeable sum:

g(x) = max(0, x) +
I∑
i=1

ki · φ(·). (4.3)

Examples for resulting activation function initializations are shown in Figure 4.7.

We again train a group of 20 networks for each initialization and compare them to

the previously trained baseline and uniformly initialized ALU networks from the previous

experiment.

Table 4.4 shows mean and standard deviation of the accuracies as well as test loss

and train loss for each of our trained network groups with ALUs as well as the baseline

group. Results have been obtained by averaging over 20 networks trained with identical

parameters apart from a random initialization of weights in convolutional, fully connected

and ALU layers. Most interesting, we have slightly outperformed the baseline in terms

of accuracy by initializing the ALU units in ALeNet with a ReLU-like function. The

initialization using uniform random noise with a ReLU bias is only slightly worse than the

former two, but shows a slightly higher standard deviation in accuracy. The networks with

Reference:

 ()
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(a) Trained activation function in layer 2 (ReLU
base).
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(b) Base functions in layer 2.
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(c) Trained activation function in layer 5 (ReLU
base).
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(d) Base functions in layer 5.
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(e) Trained activation function in layer 8 (ReLU base).
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(f) Base functions in layer 8.

Figure 4.6: Trained activation functions of ALU layers after first convolutional layer, after second
convolutional layer and after the first fully connected layer. The trained activation functions are
shown in the left column, while the ReLU base functions composing them are shown in the right
column.
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(a) Initial activation function (con-
stant).
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(b) base functions (constant).
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(c) Initial activation function (Gaus-
sian).
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(d) base functions (Gaussian).
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(e) Initial activation function (ReLU-
like).
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(f) base functions (ReLU-like).
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(g) Initial activation function (uniform
init.+ ReLU).
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(h) base functions (triangle).

Figure 4.7: Left column shows examples for Initial activation functions of the ALU layer for
constant, Gaussian, ReLU-like and uniform with ReLU bias initializations. The corresponding
base functions are shown (in different colors for better readability) in the right column. For
reference, a histogram of the input data to the layer (i.e. the accumulated input to all units) is
shown.
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initialization accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
constant 11.98± 4.51 2.2738± 0.0785 2.2717± 0.0832
gaussian 66.66± 2.30 1.5663± 0.1566 0.0108± 0.0314

relu added 69.05± 0.97 1.4199± 0.0622 0.0026± 0.0004
relu-like 69.37± 0.44 1.4105± 0.0306 0.0025± 0.0001
uniform 67.80± 1.50 1.5086± 0.1010 0.0022± 0.0001

Table 4.4: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test sets of the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with different initializations. Triangle base functions have been used, results are
averaged over 20 networks each.

uniformly initialized accuracies without a bias function follow, outperforming networks

with Gaussian and constant amplitude initializations. Little surprising, the networks with

constant amplitude initialization fail completely, since the resulting activation functions

show only very little gradient in interesting regions of the input space, and thus do not

permit gradients to flow through these units. Again, train and test losses are for the best

performing (ReLU-like and ReLU bias initialized) ALU networks slightly lower. As we

elaborated in Section 4.1, this might indicate that ALU networks might be more confident

about their correctly estimated classes compared to the baseline.

To examine more closely how and why the networks with constant initializations failed,

we examine the train loss as a function of the training iteration for sample networks of

the different initializations in Figure 4.8

As expected, the loss for the network changes slightly in the beginning, but becomes

static pretty quickly, usually an indication that the network has set it’s output identically

0 since there are no local minima in reach bearing a smaller loss than loss of an identical

output for every single input sample. For the remaining losses, all networks using ALUs

seem to decrease the training loss more quickly than the baseline network, even the network

with the Gaussian initialization, which performs significantly worse than the baseline. A

possible reason for this effect might be the network changing the overall magnitude of the

ALUs amplitude to decrease the loss. This is undesired behavior since the network shall

minimize the loss function by learning meaningful combinations of base functions instead

of changing their overall magnitude.

When taking a look at the learned activation functions for the constant networks, as

displayed in Figure 4.9, we see our theory confirmed that the network has set its output

to zero: It has done so by distributing the input values of layer 5 in a such a way that its

output is identically zero.

The activation functions used in the ALU network initialized with a ReLU-like initial-

ization are shown in Figure 4.10. They have largely kept their form but exhibit additional

positive and negative peaks which again make them look similar like the functions trained

in the previous experiment. For the uniformly initialized ALU networks with ReLU bias,
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(a) Train loss, constant initialization.
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(b) loss vs. iterations, Gaussian initialization.
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(c) Train loss, uniform initialization.
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(d) Train loss, uniform i. with added ReLU.
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(e) Train loss, ReLU-like initialization.
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(f) Train loss, Baseline.

Figure 4.8: Multinomial logistic loss over 20000 iterations training five sample ALeNet networks
using ALUs, as well as a ReLU-like baseline. Each ALU network is trained with a different
initialization.
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(a) Trained function in layer 2 (constant init.).
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(b) Base functions in layer 2 (constant init.).
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(c) Trained function in layer 5 (constant init.).
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(d) Base functions in layer 5 (constant init.).
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(e) Trained function in layer 8 (constant init.).
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(f) Base functions in layer 8 (constant init.).

Figure 4.9: Trained activation functions of ALU layers for of a sample network with constant
amplitude initialization. The trained activation functions are shown in the left column, while the
base functions composing them are shown in the right column.
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lr policy accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
ReLU 72.03± 0.54 1.1721± 0.0243 0.0073± 0.0003

η
10 69.37± 0.44 1.4105± 0.0306 0.0025± 0.0001
η

100 71.08± 0.70 1.2125± 0.0268 0.0048± 0.0001
η

1000 71.59± 0.57 1.1627± 0.0265 0.0068± 0.0005

Table 4.5: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test setsof the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers where the learning rate has been adjusted in layer 8. Results are averaged over
20 networks each.

we observe a similar effect (see Figure 4.11). Finally, the activation functions of the

network utilizing a Gaussian (seen in Figure 4.12) Initialization look similar to the ones

trained with uniform initialization shown in Figure 4.5.

In a nutshell we have reached slightly better performance than the baseline by using

ReLU-like initializations for our activation functions. Furthermore we have tried an ini-

tialization similar to the one of Agostinelli [1], which performs pretty well too, but slightly

worse than the baseline, and has moreover a higher standard deviation in accuracy. The

learned functions look pretty similar for ReLU, Gaussian and uniform initialization, func-

tions with high dynamics are highly favored again. Since we want to enhance the per-

formance of our units further, and observed in preliminary experiments the accuracy rise

with decreasing learning rate of the fully connected layer, we will investigate this effect in

the next experiment.

4.3 Impact of Learning Rate Adjustment In Fully

Connected Layer

As already mentioned, in preliminary experiments we made the observation that our net-

works accuracy increases as the learning rate used to update the weights in the third ALU

layer (layer 8) decreases. In order to investigate this effect more closely, and to improve our

overall accuracy, we train the following groups of networks: A group of 20 networks with

ALU units, where the units in the last, fully connected layer (layer 8), are trained with

a learning rate decreased by the factor 10, compared to the remaining units. Therefore,

since we already have decreased the learning rate of the network by a factor of 10 for ALU

units, compared to the overall learning rate of the network, the units in layer 8 train with

a learning rate of η
100 . Furthermore, we train a second group of 20 networks, where layer 8

is trained with a local learning rate of η
1000 as well as a third group of 20 networks where

we replace the ALUs in layer 8 by regular ReLUs. As in all our experiments performed

using the ALeNet architecture (see Table 4.1), we set the base learning rate η = 0.01.

Reference:

 ()
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(a) Trained function in layer 2 (ReLU-like init.).
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(b) Base functions in layer 2 (ReLU-like init.).
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(c) Trained function in layer 5 (ReLU-like init.).
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(d) Base functions in layer 5 (ReLU-like init.).
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(e) Trained function in layer 8 (ReLU-like init.).
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(f) Base functions in layer 8 (ReLU-like init.).

Figure 4.10: Trained activation functions of ALU layers for a sample network with ReLU-like
amplitude initialization. The trained activation functions are shown in the left column, while the
base functions composing them are shown in the right column.
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(a) Trained function in layer 2 (uniform+ ReLU
init.).
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(b) Base functions in layer 2 (uniform+ ReLU init.).
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(c) Trained function in layer 5 (uniform+ ReLU
init.).
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(d) Base functions in layer 5 (uniform+ ReLU init.).
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(e) Trained function in layer 8 (uniform+ ReLU init.).
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(f) Base functions in layer 8 (uniform+ ReLU init.).

Figure 4.11: Trained activation functions of ALU layers for a sample network with a uniform
amplitude initialization and an added ReLU function. The trained activation functions are shown
in the left column, while the base functions composing them are shown in the right column.
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(a) Trained function in layer 2 (Gaussian init.).
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(b) Base functions in layer 2 (Gaussian init.).
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(c) Trained function in layer 5 (Gaussian init.).
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(d) Base functions in layer 5 (Gaussian init.).
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(e) Trained function in layer 8 (Gaussian init.).
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(f) Base functions in layer 8 (Gaussian init.).

Figure 4.12: Trained activation functions of ALU layers for a sample network with Gaussian
amplitude initialization. The trained activation functions are shown in the left column, while the
base functions composing them are shown in the right column.
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Table 4.5 compares mean and standard deviation of the accuracies as well as test loss

and train loss for each of our trained network groups with ALUs to the respective values of

our baseline. Therefore, results have been obtained by averaging over 20 networks trained

with identical parameters apart from a random initialization of weights in convolutional

and fully connected layers.

We can see that the best accuracy is achieved by using a ”mixed” ALU network with

ReLU units in layer 8. The network groups with learning rates of η
100 and η

1000 show

slightly worse results, which are nevertheless about one percent better than η
10 (which is

the regular learning rate we previously used for ALUs) as well as baseline accuracy.

Interestingly the networks seem the better, the lower the learning rate is set in the

fully connected layer. A possible explanation for this phenomenon might be, that small

changes in the fully connected layer 8 affect all layers ”below” (meaning in this case, closer

to the input layer) of it. Therefore whenever a parameter update is performed in layer 8,

all layers beneath layer 8 have to adjust to that change in activation. While this is true for

regular networks as well, we argue that a non-convex unconstrained activation function

bears much larger possible gradients, as well as a higher variation in gradient magnitude

than this is the case in regular neural networks using fully connected layers with ReLUs or

sigmoids. Thus the necessary adjustments might be more drastic for parameter updates

in ALU layers close to the networks output. Consequently necessity to permanently make

stronger adjustments to the network parameters might slow down the optimization process

for ALU networks.

The networks which use ReLU units in layer 8 on the other hand, learn optimal activa-

tion functions for the convolutional layers, but do not have as high variations in gradient

magnitude in the final fully connected layer, since a ReLUs gradient can only be 0 or

1. Therefore, they might achieve higher accuracies due to a faster optimization process,

compared to the networks which use solely ALU units.

To verify our assumption, that higher learning rates in layer 8 slow down the training

process, we again take a look at the loss on the training set during training as shown in

Figure 4.13. There we can see that the contrary seems to be the case: The train loss

decreases much quicker for the sample networks which are training layer 8 with a learning

rate of η
10 or η

100 than the network with the slowest learning rate. The network applying

ReLUs seems to lie between them in terms of convergence. A possible explanation for this

observations is combination of two different effects: First, our regularization of the network

might be insufficient, and the networks with the higher learning rates might minimize the

loss function more quickly by changing the overall magnitude of the amplitudes, thus

amplifying or attenuating the input signal. This is not desirable since we want to learn

meaningful combination weights for our base functions, not simply increase or decrease

them.

Furthermore, the effect of lower layers having to adjust to the changes in the fully

connected ALU layer may take effect for the η
1000 sample network accounting for the

irregularities seen in the corresponding plot at 10000 iterations. The network using ReLUs
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in layer 8 though does not suffer from the problems above since it does not have any

optimizeable parameters in the final layer. This results in a smooth yet rapidly decreasing

train loss as shown.

When we compare the activation functions trained by the sample networks in layer 8

as shown in Figure 4.14, we see that, as expected, the similarity to a ReLU increases. This

is mostly due to the fact that the activations are trained slower, for the network training

with η
1000 , the activation function hardly differs from the ReLU-like initialization seen in

Figure 4.7. The L2-norm of the activation function seems to decrease with the learning

rate. This might indicate that the network increased the magnitude of the amplitudes in

order to decrease the training loss, which is also indicated by the previously shown loss

curves.

For the remaining layers, the decreasing of the activation function seems to have the

opposite effect on the L2-norm of their trained activation functions: It seems to increase

as the as the learning rate in layer 8 decreases, as can be seen in Figure 4.15 where we

compare the activation functions trained in layer 2 for the sample networks using ReLUs

as well as η
10 and η

1000 learning rates.

All in all, decreasing the learning rate in the last activation layer or even replacing

the layer with a ReLU shows improvements in accuracies. The reasons therefore are

suspected to be larger changes in activation functions in higher layers slowing down the

training process, as well as insufficient regularization leading to a degenerated optimization

process. To rule out a regularization issue, we will enforce strong regularization on our

networks and investigate its impact in the next experiment.

4.4 Impact Of Strong Regularization

We observe, that our networks train significantly better if the learning rate in the last

layer is reduced or the layer is even replaced with a ReLU layer. We propose two different

causes leading to this observation: On the one hand we suspect the network to be not

sufficiently regularized, leading to the last layer minimizing the networks loss function by

changing the magnitude of the weights. On the other hand we assume that high variation

in gradient magnitudes in high layers (in this case, layers closer to the output layer),

slow down the networks training process. Therefore, in this experiment we enforce strong

regularization on the amplitudes of our ALU units to confirm or disprove the claims made

above.

We train two groups of 20 networks, which make use of ALUs in all layers. Furthermore,

we train 2 additional groups of 20 networks where we use ALUs solely for the convolutional

layers 3 and 5 and place ReLUs in layer 8. We will enforce L1 regularization on one network

group using solely ALUs as well as one network group using ReLUs in layer 8. In the same

way, we enforce L2 regularization on the two remaining network groups. For parameters,

we use the best as determined in previous experiments.
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(a) Train loss, η
10 in layer 8.
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(b) Train loss, η
100 in layer 8.
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(c) Train loss, η
1000 in layer 8.
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(d) Train loss, layer 8 with ReLUs
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(e) Train loss, Baseline

Figure 4.13: Multinomial logistic loss over 20000 iterations training five sample ALeNet net-
works using ALUs, as well as a ReLU-like baseline. One ALU Network trained as in the previous
experiments, two ALU networks are trained with a reduced learning rate in layer 8 and for one
ALU network, layer 8 has been replaced with a ReLU layer
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(a) Trained function in layer 8 ( η
10 in layer 8).
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(b) Base functions in layer 8 ( η
10 in layer 8).
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(c) Trained function in layer 8 ( η
100 in layer 8).
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(d) Base functions in layer 8 ( η
100 in layer 8).
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(e) Trained function in layer 8 ( η
1000 in layer 8).
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(f) Base functions in layer 8 ( η
1000 in layer 8).

Figure 4.14: Comparison of layer 8 activation functions of ALU layers for sample networks with
different learning rates for layer 8. The trained activation functions are shown in the left column,
while the base functions composing them are shown in the right column.
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(a) Trained function in layer 2 ( η
10 in layer 8).
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(b) Base functions in layer 2 ( η
10 in layer 8).
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(c) Trained function in layer 2 ( η
1000 in layer 8).
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(d) Base functions in layer 2 ( η
1000 in layer 8).
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(e) Trained function in layer 2 (ReLUs in layer 8).
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(f) Base functions in layer 2 (ReLUs in layer 8).

Figure 4.15: Comparison of layer 8 activation functions of ALU layers for sample networks with
different learning rates for layer 8. The trained activation functions are shown in the left column,
while the base functions composing them are shown in the right column.
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layer 8 accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
L1 reg. 71.89± 0.64 0.8212± 0.0173 0.4958± 0.0252
L2 reg. 70.80± 0.90 1.0088± 0.0303 0.0226± 0.0015

L1 reg. w. ReLU 71.74± 0.93 0.8532± 0.0274 0.3129± 0.0218
L2 reg. w. ReLU 71.53± 1.13 0.9969± 0.0358 0.0633± 0.0058

Table 4.6: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test sets of the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with enforced L1 or L2 regularization. Triangles have been used as base functions,
two network groups have been trained with ALU units exclusively, two groups use ReLUs in layer
8. Results are averaged over 20 networks each.

We enforce L1 regularization on our network groups by normalizing the amplitudes of

the units (to be more precise, amplitudes of the layers, since the units are connected) after

every step such that
∀i∑
|ki| = 1, (4.4)

where ki is again the amplitude of the base function with index i. Similar, we enforce the

L2 norm on our remaining two network groups by normalizing the amplitudes of our ALU

layers such that √
∀i∑
k2i = 1. (4.5)

Table 4.6 shows mean and standard deviation of the accuracies as well as test loss and

train loss for each of our trained network groups as well as the baseline group. Therefore,

results have been obtained by averaging over 20 networks trained with identical parameters

apart from a random initialization of weights in convolutional and fully connected layers.

First we see that no network group managed to outperform the group of unregularized

mixed networks containing ALU and ReLU units. For the regularized networks, the net-

work group using solely ALUs with L1 regularization shows the best performance getting

rather close to the group of unregularized mixed networks (see Table 4.5), followed by the

network group of mixed networks with L1 regularization. L2 regularization shows slightly

worse performance, furthermore here the group of ”pure” networks, which use only ALUs,

shows worse performance than the group of ”mixed” networks with ALUs and ReLUs.

In general it can be said that L1 regularization of the amplitudes works better than

L2 regularization, but it remains in question, why the ReLUs in the output stage worsen

the classifier accuracy for L1 regularization and enhance it for L2 regularization. We

assume that L2 regularization is less suitable than L1 regularization for our units, and

thus ReLU stages pose an additional enhancement, since they are unable to overfit the

training data. For the L1-regularized networks on the other hand, the ReLU stage might be

less beneficial since it does not reduce overfitting. A possible explanation for the slightly

worse performance of the mixed model compared to the pure model might be founded
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in the ALU layers weights being reprojected after gradient update. This reprojection

results in a slight fluctuation of the layers output values. This of course results in slightly

different input values for following layers as well. If the activation functions of the following

layers are ALUs, which are continuous, the changes might be minimal, but for ReLUs,

who bear a discontinuity at 0, larger changes could result, which were not foreseen by

the backpropagation algorithm, since they occurred after the gradient update step. This

might also explain the higher standard deviation both for L1 and L2 regularizations.

A further interesting observation is, that the average train loss of the L1 regularized

network group is significantly higher than of the remaining networks, and is the only

network group we have seen so far, for which the train loss of the data set approximately

matches the test loss on ALeNet (see Table 4.1). This indicates that constraining the L1

norm of the amplitude the way we did, is an effective way to prevent overfitting in our

networks. To investigate the train loss further, we take a look at the train loss over time

as seen in Figure 4.16.

We first notice that with normalized amplitudes, the train loss does not tend to decrease

as rapidly as in previous experiments. This is likely due to the weight normalization

since the loss cannot be minimized anymore by changing the magnitude of the layers

amplitudes, which is bound to the L1/L2 norm and hence fixed now. Another observation

standing out is, that for the L1 regularized network, the train loss hardly decreases in the

beginning, the learning process is delayed. This is most likely due to the normalization

of the weights: since the initialization function is a ReLU, its steepness will be decreased

once the amplitudes of the layer have been normalized. Therefore, its gradients will be

smaller as well, permitting less gradient flow through the unit slowing down the learning

process. Nevertheless, after about 4000 iterations, the network starts learning and the

loss decreases rapidly, but saturates earlier than for the remaining networks, which is

consistent with the higher train loss for L1 regularized networks as seen in 4.6.

For the L2 network, we can see that their loss decreases more gently than for the

unregularized networks. Furthermore, the steep, slightly delayed descent of the training

loss for the L2 regularized networks might indicate a similar effect of delayed training as

already discussed for the L1 regularized networks, only in a much more subtle fashion,

which could be responsible for the increased standard deviation of the networks trained

with strong regularization.

We take a look at the activation functions trained by the sample networks: In

Figure 4.18 we can see that its trained activation functions look less ReLU like and more

symmetric than for unregularized networks from the previous experiments. In fact,

especially the activation function for the pure L1 regularized network seems to have a

clear symmetrical form, but also the the mixed L1 regularized network as well as the

pure L2 regularized network are much more symmetric. Apart from that fact, the trained

activation functions of all networks look similar.

Finally, since the replacement of layer 8 improved our classifier accuracy in the previous

experiment, we compare the activation functions in layer 8 for the L1/L2 regularized
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(a) L1 regularized network.
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(b) L2 regularized network.
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(c) L1 regularized network (ReLU in layer 8).
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(d) L2 regularized network (ReLU in layer8).
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(e) Train loss, Baseline.

Figure 4.16: Multinomial logistic loss over 20000 iterations training four sample ALeNet networks
with strong L1 and L2 regularizations. For two sample networks, the final activation layer has been
replaced with a ReLU layer.
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(a) Trained function in layer 2 (L1 regularized).
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(b) Base functions in layer 2 (L1 regularized).
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(c) Trained function in layer 2 (L2 regularized).
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(d) Base functions in layer 2 (L2 regularized).
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(e) Trained function in layer 2 (L1 regularized, ReLU
stage).
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(f) Base functions in layer 2(L1 regularized, ReLU
stage).

Figure 4.17: Trained activation functions of ALU layers with L1/L2 regularization for a sample
networks with and without final ReLU activation layer. The trained activation functions are shown
in the left column, while the base functions composing them are shown in the right column.
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normalization accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
I = 5 70.92± 0.85 1.2258± 0.0416 0.0097± 0.0017
I = 10 72.03± 0.43 1.1731± 0.0216 0.0073± 0.0005
I = 15 70.75± 1.11 1.2735± 0.0665 0.0066± 0.0014
I = 20 65.69± 3.89 1.3567± 0.1741 0.2757± 0.2971
I = 50 14.13± 12.52 2.2182± 0.2564 2.1751± 0.3849

Table 4.7: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test sets of the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with a different number of triangle base functions I. Results are averaged over
20 networks each.

sample networks directly to the layer trained with an unregularized network. While all

functions have a very similar shape, the regularized functions seem to be more symmetric

and made up of less base functions than the unregularized one. Due to the assumable

more directed optimization process, layer input space seems to be less spread over the

input domain and tied closer together compared to the unregularized networks, where the

histograms of the unnormalized sample networks are broader.

All in all we have achieved almost the same performance in pure ALU networks as

we achieved before in mixed ALU networks by applying L1 regularization. Pure networks

with enforced L2 regularization brought improvement over unregularized pure networks

as well, but performed worse than L1 regularized networks. For L1 regularized networks,

replacing ALUs with a ReLUs in layer 8 decreased performance, while performance was

slightly improved for the insufficiently regularized networks enforcing L2 regularization.

From these observations we derive the following conclusions: Our pure ALU networks

are, as suspected insufficiently regularized in the fully connected layers. Replacing the

fully connected layers with ReLU layers is a possible solution to improve the networks

performance. Alternatively the network can be regularized by enforcing the L1 norm of

the ALU layers amplitudes to be constant, i.e. 1. A possible effect of gradients with highly

varying magnitude in higher ALU layers thus slowing down the optimization process in

lower ALU layers, as previously discussed, remains possible, but seems to have little impact

since we only achieved a slight improvement with the unregularized mixed network group

over the network group that was trained with enforced L1 regularization. Nevertheless,

since pure ALU networks with enforced regularization show on average a slight decrease

in accuracy on compared to simple mixed ALU/ReLU networks, we decide to conduct

our further experiments with a unregularized mixed network, with ALUs behind the 2

convolutional layers and layer 8 is replaced by a ReLU layer.
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(a) Trained function in layer 8 (unregularized).
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(b) Base functions in layer 8 (unregularized).
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(c) Trained function in layer 8 (L1 regularized).
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(d) Base functions in layer 8 (L1 regularized).
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(e) Trained function in layer 8 (L2 regularized).
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(f) Base functions in layer 8 (L2 regularized).

Figure 4.18: Trained activation functions of ALU layers with L1/L2 regularization for a sample
networks. The trained activation functions are shown in the left column, while the base functions
composing them are shown in the right column.
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Figure 4.19: Mean test accuracy on CIFAR-10 data set as a function of the number of triangle
base functions used in ALU layers. Results have been averaged over a group of ALeNet networks
with 2 ALU layers after the convolutional layer as well as a ReLU layer as a fully connected layer.

4.5 Impact Of Number Of Base Functions

In this experiment we investigate how varying the number of base functions affects accu-

racy. We train 5 network groups of 20 networks using 5, 10, 15, 20 and 50 triangle base

functions in their ALU layers respectively. Since we have obtained the best accuracy re-

sults so far by using ReLU units in layer 8, we do so again for all networks. The remaining

parameters are set to the ones showing the best performance so far. We initialize our

amplitudes again with a ReLU-like function.

Table 4.6 shows mean and standard deviation of the accuracies as well as test loss and

train loss for each of our trained network groups as well as the baseline group. Therefore,

results have been obtained by averaging over 20 networks trained with identical parameters

apart from a random initialization of weights in convolutional and fully connected layers.

We can see that our initial setting using I = 10 Gaussians actually works better than all

the additional I we tried. While performances for I = 5 and I = 15 are only slightly

worse, accuracy gets significantly worse for I = 20 and seems to fail completely for I = 50.

We observe the same trend when we visualize our results by plotting the average accuracy
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vs. the number of base functions used, as seen in Figure 4.19: There is a peak at I = 10,

the accuracy decreases for lower I and decreases further for higher numbers of I until the

networks fail at I = 50.

To further investigate why the networks of the group with I = 50 Gaussians seem to

fail we take a look at the learning curves of sample networks taken from each group, shown

in Figure 4.21: Sample networks with I < 20 train normally, the network using I = 20

starts to train very late, the network with I = 50 base functions does not seem train at

all.

To gain deeper insight about the underlying reasons, we take a look at the trained

activation functions in layer 2 (see Figure 4.27): When we compare the activation func-

tions trained with ALUs after the first convolutional layers with 10, 20 and 50 activation

functions, we see that, while the network with 10 triangle base functions trains fine, the

network with 20 units seems to be less developed and as expected, the activation function

using 50 base units hardly trained at all. Most likely, the reason for this behavior is that

placing 50 base functions in a rather confined space (s = 3), yields to very high initial

output values of the layers. Thus, to minimize loss, the network will steer the layers input

in a way such that its output is zero for all training samples. This is the local optimal

decision, since very high outputs of the layer yield very high losses.

To confirm our suspicion, we plot the activation functions learned in layer 5 (see

Figure 4.22) and find our suspicions confirmed: as we can see, the network steers away

the layers inputs from the positions of our base function in order to set the layers output

to 0.The essential problem here is, that the triangle functions we chose to train, do not

adjust their shape, as for example a Gaussian would. Thus placing 50 triangles in a quite

confined space, leads to very high output values in the layer, destabilizing the network. All

in all, we found out that for our data and network, I = 10 triangle base functions seems to

be a reasonable choice, and that the optimal choice of the number of base functions is as

well dependent on the input input range s, and thus on the distribution of the input space

of each layer. Therefore, we can see a slight drawback of our scaled initialization method

here for activation functions of fixed width, since the breadth of the activation function

u, the input range s as well as the number of gaussians I are always interdependent here.

While a too low number of base functions will lead to an insufficient approximation of

the activation function, a too high number will lead to too large initial output values in

the layers and prevent a meaningful optimization process. Considering that the optimal

input range is highly influent concerning the optimization process, we investigate the input

range s and its effects on accuracy in the next experiment.

4.6 Impact Of Different Input Range

Finding the correct input range s is important for classifier accuracy, since at least when

we use locally confined base functions, we are unable to learn non-zero activation functions

which approximate the optimal activation function on the whole input domain. Thus we
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(a) Trained function for layer 2, I=10.
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(b) Base function for layer 2, I=10.
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(c) Trained function for layer 2, I=20.
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(d) Base function for layer 2, I=20.
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(e) Trained function for layer 2, I=50.
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(f) Base function for layer 2, I=50.

Figure 4.20: Comparison of layer 2 activation functions of ALU layers for sample networks with
10, 20 and 50 triangle base functions. The trained activation functions are shown in the left column,
while the base functions composing them are shown in the right column.
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(a) I=5
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(b) I=10
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(d) I=20
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(f) Train loss, Baseline

Figure 4.21: Multinomial logistic loss over 20000 iterations for four sample ALeNet networks
with different numbers of base functions I.
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(a) Trained function for I=10
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(b) Base function for I=10
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(c) Trained function for I=20
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(d) Base function for I=20

400 300 200 100 0 100 200 300 400
5

0

5

10

15

20

0

10000

20000

30000

40000

50000

60000

70000

80000

90000

(e) Trained function for I=50
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(f) Base function for I=50

Figure 4.22: Comparison of layer 2 activation functions of ALU layers for sample networks with
10, 20 and 50 triangle base functions. The trained activation functions are shown in the left column,
while the base functions composing them are shown in the right column.
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normalization accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
s = 1 69.28± 1.06 1.4454± 0.0622 0.0060± 0.0026
s = 3 72.21± 0.49 1.1639± 0.0196 0.0073± 0.0003
s = 5 72.88± 0.56 1.1153± 0.0246 0.0096± 0.0006
s = 7 72.08± 0.60 1.1780± 0.0277 0.0071± 0.0003

optimized 73.06± 0.73 1.1892± 0.0356 0.0050± 0.0004

Table 4.8: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test setsof the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with different input ranges as well as trainable input range. Results are averaged
over 20 networks each.

need to confine ourselves to a subspace where our input values most likely occur. Since

this subspace does vary with different data sets and networks, as a consequence we train

s jointly with the amplitudes k of our base functions as we proposed in Section 3.1.

Therefore, in the first part of this experiment we investigate how the choosing of different

input ranges impacts the training performance. We train 4 groups of 20 networks using

the ALeNet architecture, where we train each group with a different input range out of

s = 1, 3, 5, 7. Moreover, in the second part of the experiment, we train an additional

group of 20 networks, where the input range s is added as a trainable parameter in the

training process. We initialize s with the best observed setting obtained from training the

4 network groups mentioned earlier.

Table 4.11 shows mean and standard deviation of the accuracies as well as test loss

and train loss for each of our trained network groups with input ranges s = 1, 3, 5, 7 as

well as one group with a trainable input range and the baseline group. Therefore, results

have been obtained by averaging over 20 networks trained with identical parameters apart

from a random initialization of weights in convolutional and fully connected layers.

When taking a look at the trained activation functions in Figure 4.24 we find support

for our previous claims: For s = 1, the base functions are crammed into their predefined

input domain, highly overlap, and are unable to capture the whole input space of the

layer. For s = 5, the base functions span over a domain which is sufficient to capture the

whole input space, and partly overlap with their neighbors. Finally, for s = 7 only a small

number of base functions can cover the input space, and therefore the network performs

worse than before.

So in a nutshell we found out that the s is a parameter which is mostly influenced by

the input distribution of the data. If s is chosen too small our ALUs will be unable to

cover the whole input space. On the other hand, if s is chosen too large, an insufficient

amount of base functions remain to generalize in the input space. Moreover, we trained

s from s = 5 which was the best input range we found, and managed to improve average

accuracy slightly. All in all it can be said that the additional optimization of s brings

slight improvement in terms of average accuracy, which remains questionable if we take
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normalization accuracy test loss train loss

baseline 69.30± 0.62 1.5530± 0.0516 0.0092± 0.0007
uopt = 0 72.10± 0.62 1.1716± 0.0215 0.0074± 0.0003
uopt = 0.1 71.44± 0.40 1.2133± 0.0215 0.0068± 0.0003
uopt = 0.3 70.19± 0.52 1.3247± 0.0292 0.0061± 0.0004
uopt = 0.5 67.11± 2.21 1.4987± 0.0509 0.0490± 0.0995
uopt = 1 30.95± 21.61 1.8407± 0.5002 1.7517± 0.6114
uopt = 3 10.03± 0.09 2.3025± 0.0013 2.3020± 0.0015

u optimized 71.93± 0.47 1.3337± 0.0296 0.0034± 0.0002
u and s optimized 72.24± 0.69 1.3205± 0.0369 0.0032± 0.0001

Table 4.9: Mean and standard deviation for accuracy scores and multinomial logistic loss on
training and test sets of the CIFAR-10 data set for our baseline network as well as the networks
using ALU layers with Gaussian base functions with different shape parameters as well as trainable
shape parameter and jointly trainable shape parameter and input range. Results are averaged over
20 networks each.

into account the complex weight update equation as derived in Section 3.1 and longer

training times.

4.7 Impact Of Different Shape Parameters

In this experiment, we will investigate the impact of optimizing the shape parameter of

base functions as proposed in Section 3.1. Since Gaussian base functions are the only ones

we proposed, which utilize the shape parameter, we conduct the following experiment using

Gaussian base functions. We train network groups of 20 networks with ALUs using a shape

bias of u = 0.1, 0.3, 0.5, 1 and 3 respectively. Thereafter, we initialize u with the best

result obtained and train 2 more groups of 20 networks, where we optimize amplitudes k

and shape u in one group, and amplitudes k, shape u and input range s in the other group.

We train the CIFAR-10 data set on ALeNet networks (see Table 4.1) with two layers of

ALU units after the convolutional layers as well as ReLUs after the fully connected layer.

For parameters we use the ones we observed to result in highest accuracy values so far.

Table 4.11 shows mean and standard deviation of the accuracies as well as test loss and

train loss for each of our trained network groups with shape bias u = 0.1, 0.3, 0.5, 1 and 3,

as well as two groups with a trainable shape and input range parameters and the baseline

group. Therefore, results have been obtained by averaging over 20 networks trained with

identical parameters apart from a random initialization of weights in convolutional and

fully connected layers. It shows that optimization with static u works best without any

additional bias: Accuracy decreases with increasing shape bias.

The possible reason for decreasing accuracy with increasing u might be that the u

dependent from s is already rather high, since s = 5 is already chosen rather large in

relation to the average input space as we saw it in the previous experiments. If the base
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(a) Trained function in layer 5 for s = 1.
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(b) Base function in layer 5 for s = 1.
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(c) Trained function in layer 5 for s = 5.
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(d) Base function in layer 5 for s = 5.

6 4 2 0 2 4 6

2

0

2

4

6

0

10000

20000

30000

40000

50000

60000

70000

(e) Trained function in layer 5 for s = 7.
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(f) Base function in layer 5 for s = 7.

Figure 4.23: Comparison of layer 2 activation functions of ALU layers for sample networks with
s = 1, 5, 7. The trained activation functions are shown in the left column, while the base functions
composing them are shown in the right column.
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functions get too broad, optimization might become more difficult because the parameters

of the base function i (especially, the amplitude ki) in this case, has to be fit to decrease

the loss for a larger amount of input values. This more extensive fitting process might

again slow down optimization and therefore lead to lower accuracies. Nevertheless, such

behavior does not explain the failure of the network group with u = 1 and u = 3: The

most likely reason for the failure of these networks is again a too high initial output of

the layer which again results in the network steering the input space of the layer in a way

such that the output of the layer is 0 for all training vectors.

The network group where u has been jointly optimized together with k shows a slightly

worse performance compared to the best performing network group without optimization

of u (u = 0). On the contrary, the network group where k, u and s have been optimized

jointly, shows slightly better performance. A possible explanation for this observation

might be, that adding additional parameters slows down the optimization process, given

the more complex optimization problem. This more complex optimization process only

pays off if it enables us to find a better local minimum. This seems to be the case when

optimizing u as well as s, but not when solely optimizing u.

Again, to verify our claims, we take a look at the trained activation functions in layers

2 and 5 for u = 0, 0.3 and 3. As expected, while the activation functions for u = 0 and

u = 0.3 do not have any unusual traits and look quite similar to activation functions we

have trained earlier using triangle base functions, the network has again adjusted the input

space of layer 5 to circumvent any non-zero output from it in order to minimize the loss

in a locally optimal way.

To comprehend the results of this experiment, we have found out that the best ini-

tialization for a non-trainable shape parameter is u = 0, but this might also be connected

to the fact that s is already set rather large compared to the breadth of the input space.

Furthermore, we found out that the optimization of the additional parameters s and u

brings only small improvement over a static optimization, but with the additional draw-

back of complicated parameter update formulas and higher training times. Thus, since

the optimization of u and s did not pay off compared to a regular parameter grid search,

for the remaining experiments we solely optimize k as done before.

4.8 Comparison On Different Data Sets

To see how ALUs perform on different data sets, we use the same network as for the

previous experiments, but run it on different data sets. We again use the best configuration

observed so far, except for input range and shape optimization, since we found out in

Section 4.6 that input range optimization brings only little improvement at the cost of

a complex optimization process and high training times. Furthermore we again use a

”mixed” configuration of ALeNet (see Table 4.1) where we use ALU units behind the

convolutional layers and ReLUs in the fully connected layer. As a baseline, we again use

an ALeNet architecture with ReLUs in all layers. We train our ALU and baseline network
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(a) Trained function in layer 5 for u = 0.
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(b) Base function in layer 5 for u = 0.
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(c) Trained function in layer 5 for u = 0.3.
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(d) Base function in layer 5 for u = 0.3.
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(e) Trained function in layer 5 for u = 3.
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(f) Base function in layer 5 for u = 3.

Figure 4.24: Comparison of layer 2 activation functions of ALU layers for sample networks with
u = 0, 0.3, 3. The trained activation functions are shown in the left column, while the base functions
composing them are shown in the right column.
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MNIST CIFAR10 CIFAR100 SVHN

ALU 99.24± 0.05 72.88± 0.56 38.26± 2.87 91.27± 0.21
ReLU 99.21± 0.04 69.30± 0.62 31.38± 1.17 89.98± 0.26

Table 4.10: Mean and standard deviation for accuracy scores of our network groups with ALUs
trained on the MNIST, CIFAR-10, CIFAR-100 and SVHN data sets as well as the corresponding
baseline network groups. Results are averaged over 20 networks each.

groups on the MNIST[40], CIFAR-100[37] and SVHN[53] data sets . For the CIFAR-

100 data set, we additionally performed the following modifications to the network: We

extended the final output layer to have 100 neurons instead of 10 due to the 100 different

classes of the data set. Furthermore, we had to decrease the base learning rate from

η = 0.01 to η = 0.001 and increase the number of training iterations from 20000 to

100000. For MNIST and SVHN on the other hand, the network and training process is

identical to the ones in our previous experiments.

Table 4.11 shows mean and standard deviation of the accuracies as well as test loss

and train loss for each of our trained network groups with triangle base functions for the

MNIST, CIFAR-10, CIFAR100 and SVHN data sets as well as the corresponding baseline

groups. Therefore, results have been obtained by averaging over 20 networks trained with

identical parameters apart from a random initialization of weights in convolutional and

fully connected layers.

We see that, except for the MNIST data set, where the improvement in average accu-

racy is vanishing, we manage to outperform the respective baseline network group on all

data sets. An interesting observation is that ALUs seem to bring a significant performance

gain on harder problems such as the CIFAR-100 data sets, while there is no improvement

detectable on data sets which are largely seen as solved, such as the MNIST data set. We

take a look at the trained activation functions for the different data sets to see if they

distinguish from the trained activation functions we have seen so far: We can see that,

while the input spaces of the networks vary, all the activation functions look pretty similar

as the ones we have observed before: While the ReLU-like initialization persists, all func-

tions seem to train a kink such that σ(x) < 0 around the origin. This again supports our

theory that high dynamic and distinguishability is an important factor for the activation

functions we train. In a nutshell we have seen that, while ALU units do not seem to bring

any performance gain for simpler classification problems, but significant gain for harder

problems on the other hand. We further have observed that the trained activation func-

tions are similar in shape for our network (ALeNet), independent from any data sets. All

in all, based on our results of the analytic experiments, the additional overhead needed

in the application of ALUs due to more complex optimization and higher training times

compared to ReLU networks might pay off where the descriptive power of regular ReLUs

is insufficient, and deeper ReLU network can not be trained, or the amount of parameters

is constrained due to hardware limitations.

Reference:

 ()


Reference:

 ()


Reference:

 ()




4.9. Comparison To State Of The Art Methods 85

6 4 2 0 2 4 6
1

0

1

2

3

4

5

0

50000

100000

150000

200000

250000

300000

350000

(a) Trained function for layer 2, MNIST data set.
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(b) Base function for layer 2,MNIST data set.
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(c) Trained function for layer 5, MNIST data set.
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(d) Base function for layer 5, MNIST data set.

Figure 4.25: Comparison of layer 2 activation functions of ALU layers for sample network trained
on the MNIST data set. The trained activation functions are shown in the left column, while the
base functions composing them are shown in the right column.

4.9 Comparison To State Of The Art Methods

In this experiment we compare our unit to the proposed units to the Adaptive Piecewise

Linear (APL) Units as proposed in [1] as well as PReLUs [27]. We use the same network

architecture as in [1], to which we will refer in this experiment as DeepNet (see Table 4.2)

and train four networks on each of the following data sets: CIFAR-10 [37], CIFAR-100 [37]

and SVHN[53]. For each data set, we train one network using ReLU units as a baseline,

two networks using APL-units and PReLUs respectively behind every convolutional and

fully connected layer, as well as a mixed network using ALUs behind the convolutional

layers and ReLUs behind the fully connected layers. For the initialization of APL units
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(a) Trained function for layer 2, CIFAR-100 data set.
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(b) Base function for layer 2,CIFAR-100 data set.
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(c) Trained function for layer 5, CIFAR-100 data set.
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(d) Base function for layer 5, CIFAR-100 data set.

Figure 4.26: Comparison of layer 2 activation functions of ALU layers for a sample network
trained on the CIFAR-100 data set. The trained activation functions are shown in the left column,
while the base functions composing them are shown in the right column.

we stick with the parameters used by Agostinelli et al. [1]. Concerning the choice of base

functions for our ALUs, we will use ReLUs since they were the only base function that

delivered acceptable performance in preliminary experiments. We suspect that the reason

for this behavior is twofold. On the one hand, deep networks like the ones we use in this

experiment, tend to stretch out the input space. In case of our unit using confined base

functions, and thus covering solely a confined input space, this might result in the units

becoming inactive for a large amount of samples due to many input points getting shifted

out of the active subspace of the trained activation function. Furthermore we argue that

a constant, monotonically non-decreasing gradient over large portions of the input space

is mandatory for the training in very deep networks, since the probability of gradient
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(a) Trained function for layer 2, SVHN data set.
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(b) Base function for layer 2, SVHN data set.
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(c) Trained function for layer 5, SVHN data set.
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(d) Base function for layer 5, SVHN data set.

Figure 4.27: Comparison of layer 2 activation functions of ALU layers for a sample network
SVHN data set. The trained activation functions are shown in the left column, while the base
functions composing them are shown in the right column.

problems will increase with the number of layers trained in a network. Luckily, ReLUs are

non-zero for large portions of the input space, and exhibit on this portions a monotonically

non-decreasing gradient and can be used as base functions in deep networks as well.

We use 5 ReLU base functions and initialize the ALUs amplitudes with a single nonzero

ReLU with a kink at x=0. Therefore, we effectively start training with a single ReLU at

every layer, which has shown to be favorable in deep networks. We set the input range

parameter to s = 3, the shape parameter is invalid for ReLU units and therefore ignored.

Table 4.11 shows accuracies for CIFAR-10, CIFAR-100 and SVHN data sets trained

on DeepNet, using ALU, APL, ReLU and PReLU activation functions. As we can see,

APL and ALU perform almost equally on CIFAR-10 data, followed by our ALU which
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Method CIFAR-10 CIFAR-100 SVHN

DeepNet - ReLU 87.49 55.62 95.95
DeepNet - APL [1] 88.38 58.43 96.31

DeepNet - ALU 87.89 56.64 95.90
DeepNet - PReLU [27] 88.37 57.18 96.06

Table 4.11: Accuracies for APL, ALU, PReLU and ReLU activation functions trained within
DeepNet (see Table 4.2)

still shows about 0.4% improvement in accuracy over the ReLU. For the CIFAR-100 data

set, the gaps between the different methods are larger: APL perform best on CIFAR-100

with more than 1% improvement in accuracy over PReLUs, who again outperform ALUs

by about 0.5%. ALUs on the other hand, outperform the ReLU baseline by 1% again.

Finally, on the SVHN data set, a different picture is drawn: ALUs are about on par with

ReLUs, and are outperformed by APLs and PReLUs which are both about 1% better.

All in all, this supports our hypothesis that training activation functions brings larger

improvements in performance for harder data sets such as CIFAR-10 and CIFAR-100,

whereas it is less useful on data sets which are already largely solved using ReLU units.

Despite the fact that ALUs are outperformed here, it has to be noted, that we use signifi-

cantly less parameters than the APL and PReLU methods and only I (= number of base

functions per layer) parameters more per layer than ReLUs. Thus we show that ALU units

are also suited to improve performance in deep networks, especially where state-of-the-art

performance is required, but the number of parameters is limited e.g. through memory.
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5
Conclusion

5.1 Conclusion

In this thesis we proposed a general framework to train a wide variety of non-convex con-

tinuous activation functions in neural networks as a part of the regular training process

and applied it to various state-of-the-art image recognition problems. We gave a short

survey on the current efforts on performing image recognition using convolutional neural

networks (CNNs) in general, as well as the application of new units in CNNs, who train

their own activation functions in specific. Then we showed that current state-of-the-art

approaches on training activation functions can be viewed as particular configurations of a

sum of arbitrary base functions. Consequently, we introduced our own framework to train

activation functions in CNNs as a parametric sum of arbitrary base functions and showed

how to incorporate the training of its amplitude, location and shape parameters into the

regular network training process. Furthermore, we introduced techniques to enforce a

meaningful optimization process and keep the amount of additional parameters low. Fi-

nally we implemented our proposed framework as a unit we call Approximating Learnable

Unit (ALU) and compared its performance to Rectified Linear Units (ReLUs) [52] as well

as Parametric Rectified Linear Units (PReLUs) [27] and Adaptive Piecewise Linear Units

(APLs) [1] on two different network architectures.

First, we trained CNNs with 2 convolutional layers and a fully connected layer with

ALU and ReLU units respectively. On this architecture, our unit outperformed the ReLU

baseline on the CIFAR-10 [37], CIFAR-100 [37] and SVHN [53] data sets and showed

equal performance on the MNIST [40] data set. Additionally, to compare our unit to

the state-of-the-art PReLU and APL units, we trained a second class of networks using

a deeper architecture featuring 3 convolutional and 2 fully connected layers, where we

applied Dropout [29] before and after every pooling layer. Here, our units performed

similar to PReLU and APL units and outperformed ReLUs on the CIFAR-10 and CIFAR-

100 data sets. On the SVHN data set, our units were on par with the ReLUs while PReLU

and APL units exhibited slightly better performance.
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In practical terms, we found that the most efficient way to train our activation functions

is to train amplitude parameters of our base functions only, and keep input space and

shape parameters fixed. Optimizing input range and shape parameters showed only little

improvement at the cost of increased implementation effort. Thus we the conclude that

the optimization of input range and shape parameters does not pay off when following the

initialization strategy we chose for shape and input range.

As one would expect when training activation functions, we faced some overfitting

issues, which seemingly concerned rather fully connected layers than convolutional layers.

We found two ways to deal with the observed overfitting effects. One possible solution is to

use our trainable activation functions only for convolutional layers and apply ReLUs in the

fully connected layers instead, since convolutional layers seem to exhibit less overfitting

when trained with our units. The second possibility is to renormalize the amplitudes

of our units such that their L1 norm is fixed after every gradient update, which can be

interpreted as a measure of enforced regularization.

The activation functions we trained look similar for different networks and data sets.

While we are not able to recognize the trained activation function as one of the commonly

used, a definite feature we discovered was a strong on-off behavior, contrary to ReLUs,

which are sparse.

Concerning the pick of the optimal base function our experiments showed mixed results.

While triangles showed best performance on smaller networks, we were unable to train

our models with triangle, Gaussian and cosine base functions for deep networks. Thus

we report the best results on the deeper network using ReLUs as base functions, which is

most likely due to their constant gradient on very large portions of the input domain.

In a nutshell, we have shown that the training of activation functions using this general

method improves the performance of CNNs on state-of-the-art recognition problems at

little additional cost in terms of parameters. While from the base functions we considered

only ReLUs were found applicable on deep networks within our framework, and there is

still room for improvement compared to current state-of-the-art methods, the framework

and techniques derived in this thesis provide a solid foundation for future work in this

field. Possible future work might include further investigations on suitable base functions

for deep networks and the application of the introduced methodologies on current state-of-

the-art methods, such APLs optimizing base function positions on a fixed grid controlled

by an optimizable input range. Further, interesting research might include implementing

trained functions as a fixed activation function and studying their performance to find

new suitable activation functions.
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